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Abstract. The Mobile Edge Computing (MEC) is a new paradigm that can meet
the growing computing needs ofmobile applications. Terminal devices can transfer
tasks to MEC servers nearby to improve the quality of computing. In this paper,
we investigate the multi-user computation offloading problem for mobile-edge
computing.We study two different computationmodels, local computing and edge
computing. First, we drive the expressions for time delay and energy consumption
for local and edge computing. Then, we propose a server partitioning algorithm
based on clustering. We propose a task scheduling and offloading algorithm in a
multi-usersMEC system.We formulate the tasks offloading decision problem as a
multi-user game, which always has a Nash equilibrium. Our proposed algorithms
are finally verified by numerical results, which show that the scheduling strategy
based on clustering can significantly reduce the energy consumption and overhead.

Keywords: Mobile edge computing · Offloading decision · Node clustering ·
Optimal strategy · Nash equilibrium

1 Introduction

The growing popularity of mobile devices has revolutionized mobile applications [1].
As function of cloud computing increasingly move to the edge of the network, a new
trend of computing has emerged. It is estimated that many edge computing devices will
be deployed on the edge of the network [2, 3]. The network edge has enough capacity to
support mission-critical and latency-critical tasks on mobile devices [4]. This mode is
called Mobile Edge Computing (MEC). This MEC paradigm can provide low latency,
high bandwidth and computing agility in the computation offloading process [5]. It can
support applications and services with reduced latency and improved QoS [6, 7]. This
article is organized as follows. In Sect. 2, we introduce the related work. In Sect. 3,
we describe the system model of MEC. In Sect. 4, we proposed a clustering algorithm
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for mobile device. Section 5 introduces the task scheduling and offloading algorithm
based on game theory. Section 6 shows the experiment evaluation. Finally, we will draw
conclusions in Sect. 7.

2 Related Work

Wang and Yuan et al. [8] described the placement problem of energy-aware edge server
as a multi-objective optimization problem, and designed a placement algorithm based
on particle swarm optimization for energy-aware edge servers to find the optimal solu-
tion. Zeng et al. [9] expressed the task scheduling problem as a mixed integer nonlinear
programming problem and solved its high computational complexity, and proposed a
computationally effective solution. Song and Gao et al. [10] used cloud atomization
technology to transform physical nodes into virtual machine nodes. Adila Mebrek et al.
[11] used energy and quality of service (QoS) as two important indicators of fog perfor-
mance. Chen et al. [12] describe multi-user multi-task unloading as NP-hard problem,
and use the separable semi-deterministic relaxation problem to obtain the lower bound
of the system overhead, and obtain the optimal performance of the system under multi-
parameter conditions. Qi et al. [13] consider the user’s job size, service invocation time,
and service quality level, a set of experiments are designed, deployed, and tested to val-
idate the feasibility of our proposal in terms of cost optimization. Chen and Liang et al.
[14] consider a general multi-user mobile cloud computing system, the mobile users
share the communication resource while offloading tasks to the cloud. Zhu et al. [15]
formulated a minimum energy consumption problem in deadline-aware MEC system.

3 The Description of MEC

Mobile Edge Computing (MEC) can be defined as an implementation of edge computing
that introduces compute and storage capacity to the edge of the radio access network,
reducing latency by dropping the cloud and service platform to the edge of the network
[16]. In the mobile edge computing system, the edge server is connected to the core
network through a wired link, and the edge server can directly be a mobile device
[17]. Most of the computing tasks can be processed at the edge node without entering
the cloud core network, so the computing and communication load of the cloud core
network can be significantly reduced. Redundant computing resources at the edge of
the network can also be fully utilized, and mobile devices and IoT devices can achieve
lower computational task completion delays [18] (Fig. 1).
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Fig. 1. MEC deployment architecture diagram

4 Graph-Based Energy-Clustering Algorithm

Now, we introduce the systemmodel of mobile edge computing system.We assume that
there are some mobile devices, in which each device has a task to complete. Each device
can connect directly to its neighbors.

Space partition 

Fig. 2. The graph of nodes in the area

In this paper, the network topology diagram composed of the physical nodes of
the edge computing is abstracted into an undirected weighted connected graph From
a network system standpoint we consider a mobile device deployment as presented in
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Fig. 2. The first graph represents the region where the node is located, the second graph
represents the discretized distribution of nodes after space partition. Now, we will use
the node set as the starting point for node partitioning.

The Fig. 3 represents the interactions between the nodes the area.

Fig. 3. The interaction graph Gint = (C, Eint)

– (1) First, we look for the edge with the highest weight and get the amount of resources
for each node, and the highest weight between node i and node j is lower than the
cluster maximum weight Mmax, the sum of resource of node i and node j is also
lower than the cluster maximum resource resmax.

– (2) Then, we cluster node i and node j , updating the graphs Ga and G int. The weight
of the link between the new node and its neighbor is determined by the sum of the
link weights between the former node i and its neighbors and the former node j and
its neighbors.

5 System Model and Problem Describe

5.1 System Model

Local Computing Model
The communication delay mainly consists of transmission delay T n

m of tasks transmitted
through wireless network and execution time Tm

i of computing tasks at nodes. When
task is executed at local layer, the execution time Tm

i is expressed as

Tm
i = Ki

Fi
(1)
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The energy consumption of task i at the local device is

Em
i = cnT

m
i (2)

cn is the CPU power of local mobile device, So the transmission delay can expressed as

T n
m = Ki

w log(1 + pmgmn
ω0

)
(3)

When the task want to be transmitted to other device for execution, the device chooses a
channel, and the energy consumption during transmission is as follows Emn

trans
= rnm×Ki ,

the total energy consumption is

Emn
i = Etrans + En

i (4)

Among them, Etrans is the energy consumed by the transmission process, and En
i is the

energy consumed by other device to execute the task. Therefore, the total overhead is

min
n∑

i=1

[
n∑

j=1
αl

[
Em
i xi j + Emn

i (1−xi j )
] + λl

[
Tm
i xi j + T n

i (1 − xi j )
]
]

s.t i ∈ (1, n), j ∈ (1, n)

Tm
i + T n

i ≤ Li

(5)

αl , λl are two weighting factors which indicate the weights of time consumption and
consumption in the decision-making process respectively.

MEC Computing Model

ϕi j =
{
0 Task excute at local mobile device
1 Task excute at MEC device

(6)

When ϕi j = 1, tasks needs to be uninstalled to the MEC device for execution, energy

consumption Eedge
n can be divided into transmission energy consumption Ec

n,trans and
calculation energy consumption Ec

n,com .

Eedge
n = Eedge

n,trans + Eedge
n,com (7)

Eedge
n,trans = Pi · T e

i,trans,∀i ∈ N (8)

P is the unit energy consumption when the mobile device accesses the channel, Ec
n,com

is the energy consumed by task execution at the MEC layer.

Eedge
n,com = T e

i,com · εe (9)

The communication delay mainly consists of transmission delay T e
i,trans and execution

time T e
i,com of computing tasks.

T e
i,trans = Ki

rn
(10)
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T e
i,com = Ki

Fc
(11)

Therefore, the total overhead of MEC is

min
n∑

i=1
αc

[
Eedge
n,trans + Eedge

n,com

]
+ λc

[
T e
n,trans + T e

n,com

]
(12)

6 Evaluation and Analysis

In this section, we use the MATLAB software simulation method to evaluate the perfor-
mance of the proposed unloading strategy. In this simulation, the parameters of the task
are set as, The calculated value of the task is, the time delay constraint; The computing
power of mobile devices is. The computing power of MEC devices is. The parameters
of the Wi-Fi wireless channel are set as (Fig. 4):

Fig. 4. The consumption of task owner

The experimental results show that when the amount of tasks increases, the local
computing task scheduling of our proposed scheme has less energy consumption than
local computing without task scheduling and all tasks to edge cloud computing. We can
see that when I ≤ 3 h, the energy consumption between our proposed solution and
all tasks of the edge layer calculation is not much different. When I > 3, due to the
increased workload, all transmission to the edge layer will consume a large amount of
transmission energy, while the local device is idle. At this time, the game theory-based
scheduling scheme is better.
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Fig. 5. The overhead for mobile device

From Fig. 5, we can see that the local computing without task scheduling has the
largest overhead. When the number of tasks is small, there is a little difference of the
total overhead between our schemes and the edge cloud computing. When the number
of tasks is low, the total cost of the two solutions is basically the same. As the number
of tasks increases, unloading all tasks to the edge cloud creates a large delay. This leads
to high latency, and the energy consumption of uploading tasks to the edge layer is also
increasing at the same time. Our schemes has higher performance.

Fig. 6. The overhead of cluster
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We select different values for the weight parameters α. The Fig. 6 shows that when
α is gradually larger, the proportion of energy consumption in total overhead increases,
and in our method, it is more suitable for calculating tasks with low delay requirements.

7 Conclusion

This paper analyzes the task scheduling problem based on self-organized edge comput-
ing, and proposes a graph-based server region clustering algorithm. The game schedul-
ing based task scheduling mechanism mainly considers energy consumption and aims
to minimize mobile devices. In this paper, the communication model and the com-
putational model are proposed firstly. The graph-based server clustering algorithm is
proposed, and the algorithm is applied to the edge computing. Then the task unload-
ing problem is analyzed, which effectively reduces the edge computing task scheduling
energy consumption.
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