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Abstract. The problem of simultaneous localization and mapping (SLAM) has
been extensively studied by using a variety of specialized sensors. In this paper,
we show that the SLAM could be realized using a sensor-rich smartphone. We
assume that an indoor pedestrian always carries a sounding smartphone and the
pedestrian moves autonomously inside a room. At every step, the loudspeaker of
the smartphone produces a chirp pulse (frequency band is in the upper of human
hearing area), themicrophone of this smartphone registers the echoes, and the iner-
tial sensors record the accelerometer and gyroscope readings, then the position
of the moving pedestrian and the geometry map of the room are done simultane-
ously. However, when in a rectangular room of regular shape, reconstructing the
room geometry at each sound source position is quite redundant. To avoid this
redundancy and improve the sound source localization performance, we address
SLAM by Matrix Analysis-based geometry estimation, and then this informa-
tion is applied to the real-time positioning requirements taking the advantage of
multi-source information fusion concept. Finally, we show the effectiveness of
the proposed SLAM method by experiments with real measured acoustic events,
the result fully demonstrates that the proposed SLAM method could be easily
implemented using the smartphone carried by the pedestrian.
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1 Introduction

The goal of simultaneous localization and mapping (SLAM) is to reconstruct both the
trajectory of the moving target and the map of the environment. Studies on SLAM are
presented a lot for example in wifi [1], ranging [2], visual [3] and their fusion [4, 5].
However, SLAM solution based on echoes are minimal [6]. Three problems in this
field have recently received considerable attention [7]: the first one is room geometry
reconstruction, the second one is self-localization of the moving target, and the third one
is the simultaneous localization and mapping.
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Roomgeometry reconstruction is a popular and useful topic in acoustic SLAM.Many
estimation works of the room geometry, or the reflective surfaces, have been proposed.
However, to easily distinguish the echo orders used in room geometry reconstruction,
most of these works rely on microphone arrays, which is high cost and not easy to carry
with [8, 9]. Inspired by works introduced in [10–12], which show that room geometry
reconstruction can be achieved by one single microphone and only one sound source,
we realize that the room geometry reconstruction work could also be conducted using a
sensor-rich smartphone, which could be regarded as a setup with colocated source and
receiver since the distance between them (source and receiver in a smartphone) is very
close.

With the reconstruction results, one can enhance source localization performance,
i.e., contraction positioning range from the room level [13] to the sub-meter level [14].
In this work, we proposed a method of combining infrastructure-free indoor acoustic
self-positioning with pedestrian dead reckoning (PDR) self-positioning, which verifies
the rationality of PDR results through the acoustic constraint between a sound source
and its image sources.

The solution for the acoustic SLAM seems to always jointly localizing target in an
unknown room and estimating the room geometry from echoes. It should be necessary
for a robot in the rooms of complex construction, irregular shape and severe non-line of
sight situation. However, when in a rectangular room of regular shape, reconstructing
the room geometry at each sound source position is quite redundant. How to avoid this
redundancy and improve the sound source localization performance is what we aim to.
Instead of estimating the room geometry on every single step of the moving target, we
address SLAMbyMatrix Analysis-based geometry estimation, and then room geometry
information is applied to the real-time positioning requirements. Moreover, the multi-
source information fusion concept is applied to simpler the single channel acoustic
SLAM problem. Finally, we show that those acoustic SLAM problems can be solved by
taking advantage of a sensor-rich smartphone.

2 Theory

We define a room to be a K -faced rectangular room, the pedestrian holding a smartphone
in this room is modeled as a sound source (the loudspeaker of the user smartphone), for
ease of explanation, pedestrian and sound source are hereafter equivalently used in this
paper. We worked in two-dimensional (2D) space, ignoring the floor and the ceiling,
given K = 4. Image source model proposed by Allen and Berkley [15] is adopted to
model room acoustics, as shown in Fig. 1.
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Fig. 1. Illustration of the image source model for 1st and 2nd -order images. One corner of the
room denoted by O is taken as the original point. Sound source denoted by S is placed at an
unknown initial position, wall index i is marked in anti-clockwise order. pi , i = 1, . . . , K , is
an arbitrary point on wall wi . ni is the outward pointing normal vector of wall wi . s̃i is the
1st -order image source of S corresponding to wall wi . s̃i j is the 1st -order image source of s̃i
corresponding to the (i + 1) st wall.

[
Lx , Ly

]
is the unknown room size, i.e., the required room

geometry information.

2.1 Matrix Analysis-Based Room Geometry Reconstruction

When the loudspeaker S of the smartphone chirps in an indoor environment, the smart-
phone microphone M records both the direct path of the sound and its reflections from
the walls. We set up the link between the 1st and 2nd -order images as descripted in [10]
and use the same notation:

Q = A2E + E A2 − 2ANT N A. (1)

Where N def [n1, . . . , nK ] denotes the normal matrix, and is easy to be determined
by the geometry directions, A = diag(a1, . . . , aK ), ai = ‖s̃i‖. It is well known all the
early reflections should be within 0.05 s after the source stops sounding, to simplify
the processing of the 1st and 2nd -order echo measurements for A and Q, we adopt the
generalized cross correlation (GCC) given by the phase transform (PHAT) in the time
domain [16] to separate arrivals that were close in time.

We assume that the pedestrian sounds at the beginning point, R(τ )s,r represents
the GCC-PHAT, the subscript s and r represents the emitting and receiving signals,
respectively. To reduce the number of measurements, the first M = 0.2 fs peaks of
R(τ )s,r are chosen to form the peak combination cells C1st and C2st , where fs is the
sample frequency:

C1st = CK
M , C2st = CK (K−1)/2

M . (2)
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Each cell element in C1st is used to compose A, and each cell element in C2st is
used to compose Q with a form of Q =

(∥∥s̃i j
∥∥2

)
, which means Q has the 2nd -order

delays as its elements. Match the A and Q using Eq. (1), and hold the A if this equation
succeeds. Thus, we have A and Q as:

A ← diag[
∥∥∥∥c ∗

(C1st (m)

fs

)∥∥∥∥, m = 1, . . . , M. (3)

Q ←
(
‖C2st (m)‖2

)
, m = 1, . . . , M. (4)

Where c is the sound speed. Once the A is confirmed, the required room geometry
information

[
Lx , Ly

]
and the position of the initial position S(x, y) of S could be

obtained:

Lx = (‖s̃1‖ + ‖s̃3‖)/2, Ly = (‖s̃2‖ + ‖s̃4‖)/2. (5)

S(x, y) = S(‖s̃1‖/2, ‖s̃2‖/2). (6)

2.2 Self-localization of the Moving Target

Even though the reconstruction could generate the every position estimation of the
moving pedestrian, the matching process of A and Q from C1st and C2st is very time-
consuming. Therefore, we only carry out such analysis at the very beginning of the
moving pedestrian self- localization, then the results of one-time geometry estimation
and the initial position of sound source will be used as the known priori for moving
pedestrian self-localization. Actually, these results are the necessary condition of our
prior work (about moving pedestrian self-localization) introduced in [14]. Here, we give
a brief reviewof themoving pedestrian self-localization process.According to pedestrian
dead reckoning (PDR) model, the position of S at time t + 1 could be inferred by the
position of S at time t with the step length Ltra and the heading angular θ as

St+1(x) = St (x) + Ltracos θ. (7)

St+1(y) = St (y) + Ltrasin θ. (8)

Where St (x) and St (y) are the x − axis and y − axis position of S at time t , when
t = 0, it means S is on the initial position S(x, y). Thus, with the isosceles trapezoid
model (ITM) introduced in [6], the 1st -order echo measurements can be concluded as

⎧
⎪⎪⎨

⎪⎪⎩

rmt+1,i = rmt,1 ± 2Ltracosθ, i = 1, 3, St+1(x) > St (x)
rmt+1,i = rmt,1 ± 2Ltrasinθ, i = 2, 4, St+1(y) > St (y)
rmt+1,i = rmt,1 ∓ 2Ltracosθ, i = 1, 3, St+1(x) < St (x)
rmt+1,i = rmt,1 ∓ 2Ltrasinθ, i = 2, 4, St+1(y) < St (y)

. (9)

Where rmt,i is the distance between S and its 1st -order image source for the i th wall
at time t . Here, i = 1 refers specifically to the west wall, thus rmt,1 = 2St (x). rmt+1,i is
the distance between S and its 1st -order image source for the i th wall at time t + 1.
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However, the widely used PDR method only provides a relative position estimate,
with its accuracy degrading over time due to accumulative error. Thus, the adaptive step
length algorithm presented by Shin et al. [17] and a heading correction method similar
to the one presented by Deng et al. [18] are adopted to alleviate acumulative error
impact. Furthermore, our proposed Sound Pressure Level Constraint with the help of
room geometry information

[
Lx , Ly

]
can verify the rationality of PDR results. Finally,

pedestrian position value S̄t is computed by the Levenberg–Marquardt algorithm-based
weighted nonlinear least squares [19]:

S̄t = arg min
St

ε(St ) (10)

ε(St ) = (
d
(
rmt,k

) − d
(
ret,k

))T ∗ D−1 ∗ (
d
(
rmt,k

) − d
(
ret,k

))
(11)

where (·)T is the transpose operation, (·)−1 is the inverse operation, and D is the noise
covariance matrix. D = σ 2 IK−1, where σ 2 is the noise covariance and I is the identity
matrix. We refer readers to [14] for more details about ret,k and rmt,k .

3 Experiments

To verify the proposed approach, a field test was carried out on the cloister on Level
5 of the Library building, Jinji Campus, GUET, Guilin, Guangxi Zhuang Autonomous
Region, China. The geometry of the cloister consists of labs, offices and classrooms,
as shown in Fig. 2. The four sides of the library cloister are doors, glass windows,
and walls; the ceiling is mainly glass and with steel stent supports; and the floor is
covered with ordinary tile. The whole cloister is a rectangular ring. The cloister size was[
Lx , Ly

]
real = [19, 35]. The beginning point was set at S(x, y) = [1.5, 9].
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Fig. 2. Illustration of the fifth corridor of the Jinji Campus Library in GUET. GUET: Guilin
University of Electronic Technology. The dashed lines are the reference walking lines. A small
green triangle dot denotes the beginning point and a red one denotes the ending point. The dominant
directions are denoted as E: East, S: South, W: West, N: North. (Color figure online)
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To evaluate the performance of our approach when actual obstacles are present,
especially in indoor situations, where pedestrians walk, all testing data collection took
place during different days covering different times of the day. During the collection,
students and staffs walked around normally as usual.

The data collection tool used in this experimentwas aHuawei Rongyao 7 smartphone
installedwith a chirp application developed by our team and already authorized by China
National Intellectual Property Administration, which was used to emit and store the
chirp sound signal. The chirp sample frequency was set as fs = 44.1 kHz, the duration
was T = 0.006 s, the lower frequency was f0 = 16 kHz, the upper frequency was
f1 = 22 kHz, and the emitting interval was 0.3 s. The PDR sample frequency was set
as fpdr = 20Hz.

With theMatrix Analysis-based RoomGeometry Reconstruction method, we get the
self-localization trajectory of the moving target as shown in red dot line in Fig. 3. The
data in Table 1 shows the differences between the true value and the estimated value,
and confirms the performance of the proposed method.

Fig. 3. Performance illustration of the proposed acoustic SLAM.

Table 1. Comparison of reconstruction results.

Parameters True value Estimated value Errors

Room geometry information
[
Lx , Ly

]
(m) [19, 35] [19.2, 34.7] [0.2, 0.3]

Position of beginning point S(x, y) (m) [1.5, 9] [1.2, 9] [0.3, 0]

From the results shown in Fig. 3, we can infer the following conclusions:
➀ The output of the PDR trajectory (the green line) is continuous and has a similar

shape to the reference trajectory (the blue line), but as time increased and the number
of pedestrian steps increased, accumulative errors occurred in the accelerometer and
gyroscope, resulting in positioning failure.

➁ Although the horizontal error of room reconstruction is 0.2 m and the vertical
error is 0.3 m, the estimated wall boundary (the red line) is very close to the true one
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(the black line); If you simply use the indoor map application, this effect can already
meet the application needs.

➂When this estimated room geometry information
[
Lx , Ly

]
estd is applied in source

positioning, the tracking trajectory (the red dot line) is always consistent with the trend
of the reference trajectory.

➃ Despite there is difference between the estimated wall boundary and the true wall
boundary, the positioning trajectory (the red dot line) under the estimated wall boundary
is still within the effective range of the true wall boundary. Moreover, error distribution
depicted in Fig. 4 shows that the source positioning accuracy belongs to the decimeter
level, which can meet the application needs of indoor SLAM robots and service robots.

Fig. 4. Analysis of the proposed system errors. (a) is histfit of positioning errors, it shows the
error probability distribution of every step of the moving pedestrian. 83% of the positioning error
is around 1.0 m. Positioning errors far exceeding 1.0 m correspond to the three outliers in (b).
They are related to the last two turns of the estimated trajectory (the red dot line) shown in Fig. 2.
The cause of the outliers is the cumulative error of the smartphone’s low cost gyroscope. However,
the mean error of as low as 1.092 m verifies the effectiveness of the proposed smartphone based
acoustic SLAM. (Color figure online)

4 Conclusions

In this paper, by taking advantage of the multi-source information extracted from the
smartphone carriedwith amoving indoor pedestrian, we show theways to solve the three
significant SLAM problems and verify that the acoustic SLAM could be realized using
a sensor-rich smartphone. Instead of redundantly reconstructing the room geometry at
each sound source position in a rectangular roomof regular shape,we consider about how
to improve the sound source localization performance with the priori of room geometry.
The proposed smartphone based acoustic SLAM shows us the validity of multi-source
information fusion in single channel acoustic SLAM.
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