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Abstract. Vehicle re-identification (Re-ID) technology plays an impor-
tant role in intelligent video surveillance systems. Due to various fac-
tors, e.g., resolution variation, viewpoint variation, illumination changes,
occlusion, etc., vehicle Re-ID is a very challenging computer vision task.
In order to solve this problem, a joint pyramid feature representation
network (JPFRN) is proposed in this paper. Based on the consideration
that various convolution blocks with different depths hold various res-
olution and semantic information of the vehicle image, which can help
to effectively identify the vehicle, the proposed JPFRN method obtains
four vehicle feature blocks with different depths by designing pyrami-
dal feature fusion of each convolution block in a basic network. After
that, a joint representation of these pyramidal features is feed into the
loss function for learning discriminative features for vehicle Re-ID. We
validated the proposed approach on a commonly used vehicle database
i.e., VehicleID. Extensive experimental results show that the proposed
method is superior to multiple state-of-the-art vehicle Re-ID methods.
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1 Introduction

Similar to pedestrians, vehicle has become an important target in the intelligent
video surveillance systems, because vehicle has been an indispensable part of
human daily life. Some related researches on vehicles, such as vehicle classifica-
tion [1,2], vehicle tracking [3,4], vehicle detection [5,6], vehicle re-identification
(Re-ID) [7] draw increasing attentions from both academic and industry. Among
these related tasks, vehicle Re-ID is a significant but a frontier area that aims to
match all the same vehicles captured by different cameras under various view-
ing angles. Therefore, vehicle Re-ID can be widely used in many fields, such as
intelligent transportation, urban computing, criminal tracking for public safety,
to name a few.

In the practical situation, vehicle Re-ID is a very challenging task, due to
the influences of many uncertain factors, such as blur, resolution variation, illu-
mination change and viewpoint variation, which can be referred to Fig. 1. It is
worthwhile of mentioning that among all the influencing factors, the large vary-
ing resolutions of vehicle images collected by different kinds of cameras under
different distances is the primary factor needed to be solved in vehicle Re-ID
tasks. In practice, vehicle images have different resolutions that tend to make
the vehicle target appear larger or smaller, seriously affecting the accuracy of
the vehicle recognition. Therefore, matching vehicle images only based on a sin-
gle resolution has certain limitations. Based on this motivation, by considering
the correlation between high resolution and low resolution images in the feature
space of convolutional neural networks, we propose a joint pyramidal feature rep-
resentation network (JPFRN), which integrates vehicle features with different
resolutions and different strengths of semantic information to achieve the more
rich representation of vehicle targets. Extensive experiments are conducted on
large vehicle database VehicleID [7] to evaluate the performance of the proposed
method. The corresponding results show that the proposed JPFRN method con-
sistently outperforms multiple state-of-the-art related works.

The rest of this paper is organized as follows: Sect. 2 introduces the related
work, Sect. 3 describes the proposed method JPFRN, Sect. 4 presents the exper-
imental results to validate the superiority of the proposed method, Sect. 5 con-
cludes this paper.

2 Related Work

In this section, the existing vehicle Re-ID methods will be briefly reviewed.
They can be roughly classified into two categorizes: sensor/clue based method
and vehicle appearance feature based method.

2.1 Sensor Based Method/Clue Based Method

The traditional vehicle Re-ID methods mainly relied on the sensor data or clues.
In the early research phase of vehicle Re-ID works, most researchers worked
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Fig. 1. The vehicle images are from the VehicleID [7] database. The images of the
vehicles in each row are collected by the same vehicle, but the appearance is different
under different cameras, such as blur, illumination, resolution and occlusion.

with different types of sensor data and multiple clues due to database shortages,
such as the vehicle passing time [8], wireless magnetic sensors [9], and license
plate, etc. Among them, the license plate number is the most important clue
of vehicle and contains all the useful information about the vehicle. Therefore,
the Re-ID method based on the license plate number becomes an accurate and
effective solution. But in some cases, the license plate number is easily obscured,
modified, or blurred. In addition, sensors-based and clue-based methods require
additional hardware costs and are very sensitive to complex real-world environ-
ments. In contrast, the vehicle Re-ID method based on appearance features has
more practical application scenarios.

2.2 Appearance Feature Based Method

For the appearance feature representation, the earlier approach used low-level
features, such as SIFT [10], LOMO [11], BOW-CN [12]. And the recent-developed
approach is to take advantage of the depth features of the image. Farenzena
[13] proposed a joint representation method based on pedestrian global appear-
ance features and local appearance features can directly employed for vehicle
Re-ID. Furthermore, Liu et al. [14] proposed a coarse-to-fine vehicle Re-ID
method that filters out potential matches by manual features (color, shape) and
depth features, then reconstructs the rankings with license plate information
and spatiotemporal information. In addition, some classic network models [15–
18] are widely used as vehicle feature extractors in vehicle Re-ID tasks, such as
VGGNet [17] and ResNet [18], which greatly convenient for features extraction.
Furthermore, in order to improve the robustness of vehicle Re-ID, Bai et al.
[19] proposed a novel depth metric learning method, triple loss function metric
(the distance between features of the same class should be as small as possible).
This method fully considers the inter-class similarity and intra-class variance
of vehicle shape in the vehicle model. Zhang et al. [20] proposed an improved
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Fig. 2. The proposed network structure diagram using joint pyramid feature represen-
tation. Here, x1, x2, x3, and x4 respectively represent the output of each convolution
block of ResNet, and f1, f2, f3, and f4 respectively represent the outputs of the respec-
tive reconstructed feature blocks.

training method for triple loss, the method takes three samples as a group and
ensures that the distance between similar samples in the mapped space is less
than the distance between different types of samples. Zhou et al. [21] focused on
multi-view feature representation, proposed a viewpoint-aware attention model
to select the core regions of different viewpoints, and then combined the regions
of interest from multiple views by adversarial learning ideas to improve vehicle
Re-ID performance. Zhou et al. [22] proposed a long-short-term memory network
model to simulate the appearance transformation of different viewpoints of vehi-
cles to increase the diversity of data under different viewpoints, so as to learn
more robust and more differentiated vehicle characteristics. Through the above
reviewing, we can know that the vehicle Re-ID task has made some progress.
However, in the actual monitoring scenario, due to various factors such as vehi-
cle viewpoint change, resolution change, illumination change, and occlusion, etc,
the vehicle Re-ID tasks still face enormous challenges, and there is a large room
for improvement.

3 Vehicle Re-ID Using Joint Pyramid Feature
Representation Network

As shown in Fig. 2, the proposed joint pyramid feature representation network
method consists of three parts: baseline network, feature pyramid network, and
a joint representation network.
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Fig. 3. The vehicle images are from the VehicleID [7] database. The images are collected
by the same vehicle, but the resolution is different under different cameras.

3.1 Baseline Deep Learning Network

In this work, we use the ResNet-50 [18] architecture as a feature extractor in our
experiments. ResNet-50 [18] is a particularly popular network because it is closely
monitored during the training process. Among each residual block, the output
of each residual block contains the output of the previous block, so it combines
the low-level and high-level features of the input image. Specifically, the training
images are resized into 256 × 256 × 3 to adapt the baseline model. We replace
the fully-connected layer in the original network with two other fully-connected
layers and a classification layer. The first fully-connected layer has 1024 units,
and the second fully-connected layer has 128 units. The classification layer has
K neurons to predict the K classes, where K is the number of classes in the
training set.

3.2 Pyramid Feature Extraction

The human visual system has different perceptions of different resolution images,
that is, the human eyes can acquire more image features for high-resolution
images, and less for low-resolution images. As shown in Fig. 3, these vehicle
images are of the same vehicle, but their resolutions are different due to diversify-
ing capture distances, so the features obtained by the visual system are different.
Ultimately, the visual system recognizes the target by combining the different
scale features acquired. Similarly, in computer vision, after extracting features
from the basic network, the image at the bottom of the network has lower reso-
lution, the implicit semantic information is richer, while the image at the top of
the network has higher resolution, but its semantic information is relatively less.
Therefore, we give full consideration to the characteristics of the bottom con-
volutional block and the top convolutional block, propose a pyramidal feature
reconstruct method, which can combine vehicle image features with different res-
olution and semantic information to achieve unified representation and make the
task of vehicle Re-ID more robust. The specific network as shown in Fig. 2, the
bottom layer, convolutional block Conv5x, first goes through a dimensionality
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reduction operation and then adds with convolutional block Conv4x after an up-
sampling operation. It is worth noting that Conv4x, the convolutional block, also
goes through a descending dimension operation. Repeatedly, the reconstructed
image block is continuously up-sample and added to the last block, so as to fuse
the semantic information and resolution information of all convolutional blocks.
This feature pyramid can be represented as:

Fn = σ(Wn ∗ xn + bn) n = 1, 2, 3, 4 (1)

f1 = F1 (2)

fn = Fn + upsample(fn−1) n = 2, 3, 4 (3)

where Fn refers to dimensionality reduction of convolution block. The W and
b represent weight and bias respectively. Upsample() represents up-sampling
operation of the target (no up-sampling for features with the same resolution),
and fn refers to feature blocks at all levels after pyramid reconstruction.

3.3 Joint Representation Network

In the previous section, we proposed a method to reconstruct vehicle features
from the bottom layer of the network to the top layer through up-sampling. How-
ever, there are still limitations of single resolution vehicle images after reconstruc-
tion for complex identification tasks. Since the resolution of the vehicle images
collected by different cameras is different, and vehicle size of the vehicle is also
inconsistent. For this problem, we consider the correlation between the recon-
structed convolutional blocks, and combine the four feature blocks with different
resolutions after reconstruction to realize the joint representation. Therefore, our
model can contain multiple resolution vehicle features and identify vehicle images
with different target sizes at different resolutions. As shown in Fig. 2, the recon-
structed fused feature blocks f1, f2, f3, f4 are respectively aggregated into a
(36 × 1024) feature vector for joint representation after Avgpooling layer. One
branch connects the triplet loss function, and the other connects the Softmax
loss function through two full connection layers.

4 Experiment and Analysis

4.1 Databases and Evaluation Index

In order to verify the superiority of the proposed joint pyramid feature represen-
tation network, we compare it with multiple state-of-the-art methods. The corre-
sponding database and evaluation indexes used in our experiment are described
as follows.

The VehicleID database contains 221763 vehicle images collected from mul-
tiple non-overlapping cameras in 26267 vehicles, each with its own front and
back viewpoint images. And in the database, all vehicles are marked with their
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Table 1. Network parameters for JPFRN.

Name Channels Conv window Stride Output size

Conv1 64 7 × 7 2 64 × 128 × 128

Maxpooling 64 3 × 3 2 64 × 64 × 64

Conv2x 256 – 1 256 × 64 × 64

Conv2x− 256 1 × 1 1 256 × 64 × 64

Conv3x 512 – 2 512 × 32 × 32

Conv3x− 256 1 × 1 1 256 × 32 × 32

Conv4x 1024 – 2 1024 × 16 × 16

Conv4x− 256 1 × 1 1 256 × 16 × 16

Conv5x 1024 – 2 2048 × 16 × 16

Conv5x− 256 1 × 1 1 256 × 16 × 16

Pyramidf1 256 1 × 1 1 256 × 16 × 16

Pyramidf1 256 1 × 1 1 256 × 16 × 16

Pyramidf1 256 1 × 1 1 256 × 32 × 32

Pyramidf1 256 1 × 1 1 256 × 64 × 64

matching ID information, most of which have color and vehicle type informa-
tion. In addition, the database is divided into two parts: training subset and
testing subset. The training subset contains 110178 vehicle images collected by
13134 vehicles. The testing subset can be divided into three sub-tests, test-800,
test-1600, test-2400. The test-800 contains 6532 vehicle images collected by 800
vehicles, the test-1600 contains 11395 vehicle images collected by 1600 vehicles,
and the test-2400 contains 17638 vehicle images collected by 2400 vehicles.

In the research of vehicle Re-ID, average precision (mAP ) and cumulative
matching characteristic (CMC) are generally adopted. Where the cumulative
matching feature curve represents the probability of query target appearing in
candidate sets of different size, that is, the curve represents the probability of
finding the matching target in the candidate sets with the first k ranks. In other
words, assume that there are N query targets in total and conduct N queries,
k = (k1, k2..., kn) represents the ranking result of matching targets in each query,
and set k as the size of the candidate set. The calculation formula of CMC is
as follow:

CMC@k =

∑Q
q=1 gt(1, k)

Q
(4)

The average precision evaluates the overall performance of Re-ID and calculates
the average precision of each query image. The formula is:

mAP =

∑Q
q=1 AP (q)

Q
(5)
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Q is the number of vehicle images to be queried, and AP (q) is the accuracy of
each query vehicle image. In addition to CMC and mAP , Rank-N also adopted
as auxiliary means in vehicle Re-ID tasks. Rank-N can represent the real per-
formance of vehicle Re-ID. For example, Rank-1 means the first target to be
matched in the return list. In particular, the greater the number of vehicle types
in the candidate set, the lower the probability of finding an accurate match.

4.2 Training Configuration

In our experiments, the software tools are PyTorch, CUDA10.0, CUDNN V7.6.0.
The hardware device is a workstation equipped with Inter(R) Xeon(R) CPU E5-
2643 v4 @ 3.40 GHZ, two NVIDIA GeForce 2080Ti and 256 GB of memory. We
adopted the following training setting: the size of all images in the database
was set to 256 × 256, and each image was randomly flipped horizontally with a
probability of flipping 0.5. The ResNet pertaining model is used in the training
to initialize the parameters of the network. The number of small batches is 18,
the initial learning rate is 0.0003, and the number of training sessions is 50000
and the learning rate begins to decline after 25000 training sessions. Network
parameters are shown in Table 1.

4.3 Experimental Evaluation

The experimental results on VehicleID are shown in Table 2, where the perfor-
mance of the proposed method is compared with multiple existing methods,

Table 2. The performance comparison on VehicleID.

Method Test-800 Test-1600 Test-2400

mAP Rank-1 Rank-5 mAP Rank-1 Rank-5 mAP Rank-1 Rank-5

DRDL [7] N/A 48.91 66.71 N/A 46.36 64.38 N/A 40.97 60.02

FACT [24] N/A 49.53 67.96 N/A 44.63 64.19 N/A 39.91 60.49

Zhu [23] 76.54 72.32 92.48 74.63 70.66 88.90 68.41 64.14 83.37

JPFRN 79.91 74.68 94.93 74.32 68.75 90.40 70.38 63.34 86.68

Fig. 4. The CMC curve comparisons of the proposed methods and state-of-the-art
methods on VehicleID-Test800, VehicleID-Test1600, and VehicleID-Test2400 dataset,
respectively.
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including Zhu [23], DRDL [7], and FACT [24]. In order to ensure the stability
of the experimental results, we performed ten tests on the model and took the
average of ten test results as the final result. Obviously, the proposed method,
including mAP, Rank-1, and Rank-5 in test-800, Rank-5 in test-1600, mAP and
Rank-5 in test-2400, are slightly better than Zhu’s [23] method, and far better
than that of DRDL [7] and FACT [24]. Moreover, the CMC curves of various
methods are further shown in the Fig. 4. One can see that the proposed method
has achieved better results than other methods under comparison.

5 Conclusion

In this paper, a joint pyramid feature representation network is designed for vehi-
cle Re-ID. In the proposed method, each convolution block in base network has
vehicle features with different resolutions and intensity semantic information. By
combining the bottom-layer convolutional block with the previous level of convo-
lutional block, we obtain the pyramid feature block that fusing the bottom-layer
high intensity semantic information and the top-layer high resolution. These
pyramid vehicle features are then jointly represented by concatenating the fea-
ture blocks at each level. Since the proposed JPFRN method effectively resists
the adverse effects of resolution variations in vehicle images, the performance of
vehicle Re-ID is improved. Experimental results shown that the proposed method
is obviously superior to multiple recently-developed vehicle Re-ID methods.
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