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Abstract. With the emergence of the Industrial Internet of Things (IIoT), a huge
amount of devices in the factory need be connected to the Internet. The use cases
being considered include data exchange for inter-factory manufacturing, integrity
of data collection and real-time monitoring, etc. It is important to allow seamless
communications among IIoT devices of different protocols and standards. In this
research, we investigate how to achieve IIoT interoperability via two popular
global IIoT standards: oneM2M and OPC-UA by adopting the OPC-UA system
in the field domain but connecting it to the oneM2M system in the infrastructure
domain. We propose an optimized design of oneM2M Interworking Proxy Entity
for resources mapping and procedures mapping between OPC-UA and oneM2M.
The design contains both (1) interworking functions and (2) OPC-UA client APP,
installed on the oneM2M Middle Node in the field domain, to handle the data
exchange.
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1 Introduction

The Industrial Internet of Things (IIoT) is emerging in recent years with a huge amount
of devices in the factory connected to the Internet [ 1-3]. The use cases being considered
include data exchange for inter-factory manufacturing [4—6], integrity of data collection,
real time monitoring [7-9], etc. It is important to allow seamless communications among
IIoT devices with different protocols and standards.

There has been a large amount of existing research on interoperability between
different protocols and standards for the Internet of Things [10-13]. However, many
issues still remain about how to achieve interoperability between different IoT systems
and protocols. In this research, we investigate how to achieve IIoT interoperability via
two popular global IIoT standards: oneM2M and OPC-UA by adopting the OPC-UA
system in the field domain but connecting it to the oneM2M system in the infrastructure
domain.

The oneM2M standards already have published a technical report [14] to define the
interoperability between OPC UA and oneM2M. However, many details are yet to be
specified; thus more research is needed to clarify those details. Our key contribution in

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved

B. Li et al. (Eds.): IoTaaS 2019, LNICST 316, pp. 439-455, 2020.
https://doi.org/10.1007/978-3-030-44751-9_37


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-44751-9_37&domain=pdf
https://doi.org/10.1007/978-3-030-44751-9_37

440 P-W. Lai and F. J. Lin

this research includes (1) proposing a new design of IPE beyond what oneM2M specified
to improve the system performance, (2) quantitatively evaluating the improvement of
the new design over the oneM2M specified one by measuring the time taken in each
interworking step.

The rest of this paper is organized as follows. The OPC UA and oneM2M archi-
tectures are first introduced in Sect. 2. Section 3 discusses two design alternatives of
IPE: oneM2M specified one and our proposed one. Section 4 then describes the imple-
mentation and verification of each. Finally, Sect. 5 discusses our conclusion and future
work.

2 Background

We first introduce OPC UA and oneM2M architectures.

2.1 OneM2M Architecture

As shown in Fig. 1, the oneM2M architecture comprises three entities:

1. Application Entity (AE): Application Entity is an entity that implements an M2M
application service logic. Examples of AEs include remote monitoring application,
machinery controlling application and power metering application.

2. Common Service Entity (CSE): Common Service Entity is an entity that represents
a set of “common service functions” which are defined by oneM2M. Examples
of common service functions include device management, group management and
communication management.

3. Network Services Entity (NSE): Underlying Network Services Entity is an entity that
provides the underlying network services to the CSEs.

Field Domain Infrastructure Domain
) )
AE AE
— ——
Mca  Mca Mca
Mcc
csE csE | Infrastructure
Domain of other
Mee Service Provider
— —
- Men — Men
) )
NSE NSE
— —

Fig. 1. oneM2M functional architecture
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The communication flow between any two entities above is specified in a reference
point. oneM2M reference points include the following:

1. Meca: specifies the communication flows between AE and CSE. These flows enable
the AE to use the services support by the CSE.

2. Mcc: specifies the communication flows between two CSEs. These flows enable a
CSE to use the services support by another CSE.

3. Mcn: specifies the communication flows between CSE and NSE. These flows enable
the CSE to use the services support by the NSE.

4. Mcc': specifies the communication flows between two CSEs in different M2M ser-
vice provider domains in Infrastructure Domain. These flows enable the CSE in
Infrastructure Domain to use the services supported by another CSE of a different
M2M service provider.

2.2 OPC Unified Architecture

The OPC (Open Platform Communications) Unified Architecture (UA) is a platform
independent service-oriented architecture developed by the OPC Foundation that inte-
grates all the functionalities of the individual OPC Classic specifications into one exten-
sible framework [12]. There have been a lot of research focused on the performance of
OPC UA [15] and the development of new applications using OPC UA. These new appli-
cations include data monitoring [16, 17], industrial automation [18], smart grid [19], etc.
[20]. Moreover, interoperability between OPC UA and other standards such as BAC-
net [21], KNX [22], AutomationML [23], CIM [24], etc. [25, 26] has been extensively
studied. This phenomenon shows that OPC UA is a popular standard in the IIoT.

2.3 OPC UA Information Model

OPC UA provides a framework that can be used to represent complex information as
Objects in an Address Space which can be accessed with standard web services. Figure 2
shows how OPC UA abstracts real objects in its Address Space. This Address Space
is where real objects and their components are abstracted and represented by a set of
Nodes and References (the lines between Nodes); the latter are used to relate the nodes
in Address Space. A View is a subset of Address Space which is used to restrict the
Nodes that the Server makes visible to the Client to simplify data acquisition and control
data access in the Server [14]. In summary, Address Space is where OPC-UA Servers
keep its collected industrial data.

2.4 OPC UA Resource Mode

OPC UA Clients will communicate with OPC UA Servers to acquire industrial data
through Defined Service Sets. All data entities are defined as “object” and located in
the OPC UA servers. The OPC UA objects are represented by a set of Nodes that are
only accessible through the aforementioned Address Space. Hence whenever OPC UA
Clients want to browse the industrial data, they would access the Nodes in the Address
Space of an OPC UA Server [14].
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3 Design of OPC UA-oneM2M Interworking IPE

In this section, we discuss the details of resource mapping and procedure mapping

between OPC UA and oneM2M.

3.1 Resource Model Mapping

When the data transfer occurs between OPC UA and oneM2M, IPE should create a
oneM2M <AE> resource to represent OPC UA <Root> node and map other nodes
under <Root> node to the oneM2M <container> resources. An example of mapping

the OPC UA resource model to the oneM2M resource tree is depicted in Fig. 3.
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Fig. 3. OPC UA resource model mapping to oneM2M resource tree
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In IToT, there are many sensors deployed in the factory. Thus, many resources will be
created in the resource model. Our goal is to design a resource structure with as minimum
memory usage as possible. In [14], oneM2M recommends the use of <flexContainer>
for mapping the OPC UA data to the oneM2M resource. In our approach, we use
<container>/<contentInstance> instead of <flexContainer> to map the nodes under
the Root of OPC UA because <container>/<contentInstance> is more suitable for our
scenario. For example, if there are 10 nodes under the Root of OPC UA, according to
the oneM2M specification we need to create 10 <flexContainer>’s to represent those
nodes. In our approach, we use one <container> and 10 <contentInstance>’s instead
of 10 <flexContainer>’s. Compared to 10 <flexContainer>’s, our approach of one
<container> and 10 <contentInstance>’s uses less memory on IPE.

3.2 Procedure Mapping

The procedures of data handling in OPC UA and oneM2M are different. IPE is designed
to assist OPC UA and oneM2M applications in exchanging data or requests. The concept
of procedure mapping via oneM2M IPE is proposed in [14]. Nevertheless, we improve
oneM2M recommendations with an optimized IPE design. To analyze the performance
of both mapping methods: (1) oneM2M Specified Design of IPE and (2) Our Proposed
Optimized Design of IPE, we implemented both data exchange procedures between OPC
UA and oneM2M. Both methods can process data exchange successfully but exhibit
different performance. In this section, we describe the details of each method. We then
compare their performance in the next section.

1. OneM2M Specified Design of IPE: The design includes four procedures: initializa-
tion and discovery, reading, subscription and notification.

A. Initialization and Discovery: To interwork with OPC UA, oneM2M needs to
establish a communication session at the beginning, and represent OPC-UA
device data as oneM2M resources. To achieve these objectives, the initialization
and discovery procedures are proposed in oneM2M recommendations. In the
initialization stage, IPE will be installed on the oneM2M MN in the field domain.
In the discovery stage, IPE will connect with OPC UA devices through the
OPC UA discovery mechanism and follow the mapping rules to map OPC-
UA resources to oneM2M resources. As depicted in Fig. 4, the steps in the
initialization and discovery procedures are:

i. Install IPE on MN first.

ii.  After that, IPE can discover OPC UA devices utilizing OPC UA discovery
mechanisms.

iii. Map the resource on OPC UA Server to oneM2M.

B. Reading: For data collection, one way to collect data from OPC UA devices is
to send a <Retrieve> request from the originator AE to an OPC UA device. IPE
will then translate this oneM2M <Retrieve> request to the OPC UA “Read”
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message in order to get data from OPC UA devices. As shown in Fig. 5, the

steps in the reading procedure are:

i. The originator AE will first send the Retrieve message to IN-CSE.

ii. IN-CSE forwards the Retrieve message to MN-CSE.

iii. MN-CSE reaches IPE to map the Retrieve message to the OPC UA “Read”

message.

iv. Finally, IPE will get the required data by the “Read” message.

MN

IPE

i. Install

——L| | OPC-UA Client
APP

ii. Discovery
mechanism

OPC-UA device

IWK function

iii. Create|

OPC-UA server

AE

MN-CSE

Fig. 4. Initialization and discovery procedure in non-optimized design
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| OPC-UA Server

APP
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OPC-UA server
AE

i. Retrieve l

iii. Retrieve
MN-CSE

APP

Fig. 5. Reading procedure in non-optimized design

C. Subscription: Another way to collect data is to use the oneM2M subscription
mechanism to get notification on the change of the corresponding OPC UA
resources in the address space. As shown in Fig. 6, the steps in the subscription

procedure are:

i. IPE will create a subscribed-to resource for getting notifications about

incoming subscription requests.
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ii. IN-CSE sends a Create request of <subscription> resource targeting at the
resource under an OPC UA server AE in MN-CSE.

iii. MN-CSE will reply a Create response message to the IN-CSE.

iv. MN-CSE sends a Notify request message to IPE.

v. IPE will map the Notify request message to the OPC UA Server.

vi. When OPC UA Server APP receives this message, OPC UA Server APP
will send OPC UA Client a Subscription Response message.

MN
OPC-UA device PE
v. Subscription Request
OPC-UA Server APP OPC-UA Client APP
vi. Subscription Respofise
IWK function OPC-UA server AE

i. Create subscribedfto resource OPC-UA server

o iv. Notify container/ flex

ii. Create Request of <subscriptio> container*(n-1)

IN-CSE g | MN-CSE
iii. Create Response

Fig. 6. Subscription procedure in non-optimized design

D. Notification: As shown in Fig. 7, the steps in the notification procedure are:

i.  Whenever there is an update, OPC UA Server APP will send OPC UA
Client APP a notification message.

ii. IPE will map the OPC UA notification message to an Update Request
message to MN-CSE.

iii. After receiving the message, MN-CSE will send Notify to IN-CSE.

MN
OPC-UA device PE
OPC-UA Server APP OPC-UA Client APP
i. NotificationMessage

IWK function

IN
lii. Update

. Notify |

IN-CSE | MN-CSE |

Fig. 7. Notification procedure in non-optimized design

Our Proposed Optimized Design of IPE: Compared to the oneM2M specified design
of IPE, the optimized design of IPE reduces the message exchanges between IPE
and the OPC UA device by caching data in the Middle Node to improve system
response time. The differences between two designs are described below.
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A. Initialization and Discovery: In the Initialization and Discovery procedure,
besides the steps in the Initialization and Discovery procedure in oneM2M Non-
Optimized Design of IPE, there are two more steps need to be executed as shown
in Fig. 8:

i. After IPE maps the resource on OPC UA Server to oneM2M, IPE needs to
subscribes to the resource on OPC UA Server APP to keep the data up to
date.

ii. When the value on OPC UA Server APP is changed, IPE will get the
notification and update the value on the Middle Node.

MN
ii. Discovery
IPE mechanism OPC-UA device
i. Install
[ e—| OPC-UA Client iv. Subscribe OPC-UA Server
APP mechanism APP
IWK function
iii. Clegte W Update
OPC-UA server
resources

MN-CSE

Fig. 8. Initialization and discovery procedure in optimized design

B. Reading: In the Reading procedure, the data already cached in the Middle Node
and is up to date. IN AE can directly retrieve the data from the Middle Node,
IPE does not have to map oneM2M Retrieve message which is Step iv in the
Reading procedure of the non-optimized design. As shown in Fig. 9, other steps
in the Reading procedure are the same as in the non-optimized design.



Industrial Internet of Things Interoperability Between OPC UA and OneM2M

ii. Retrieve

MN

IPE

OPC-UA Client

\H ad

OPC-UA device

APP
IWK function

OPC-UA server
AE

i. Re

iii. Retrieve
MN-CSE

| OPC-UA Server
APP

Fig. 9. Reading procedure in optimized design
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Subscription: In the Subscribe procedure, we already do the subscription in
the Initialization and Discovery procedure, so IPE does not need to create a
subscribed-to resource and receive Notify request in order to map to the OPC-
UA subscribe request which are Steps i, iv, v and vi in the Subscribe procedure
of the non-optimized design. As shown in Fig. 10, other steps in the Subscribe

procedure are the same as in the non-optimized design.

Notification: In the Notification procedure, we already do the update in the
Initialization and Discovery procedure, so IPE does not need to map Notification
message to an Update message which are Steps i and ii in the Notification
procedure of the non-optimized design. As shown in Fig. 11, other steps in the
Notify procedure are the same as in the non-optimized design.
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Fig. 10. Subscription procedure in optimized design
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MN
OPC-UA device 1PE
OPC-UA Server APP OPC-UA Client APP
i. NotificationMessage

IWK function

IN
X. Update
iii. Notify
IN-CSE MN-CSE |

Fig. 11. Notification procedure in optimized design

4 Detailed Design and Implementation

In this section, the system implementation is explained first. Then, we describe the
testing environment. Next, we show our experimental results. Finally, the testing result
is analyzed.

4.1 System Implementation

Figure 12 depicts the system architecture for handling data exchange based on the sce-
nario addressed by this research. In this system, sensors will collect the data from the
environment and send the data to the OPC UA Server residing in a Raspberry Pi. OPC
UA Server then sends data to OPC UA Client in the IPE on a laptop computer through
the OPC UA interface. The IWK (Interworking) functions in IPE will map OPC UA
data into the oneM2M resource tree and send the resources to IN-AE user applications
through Mca and Mcc reference points.

In our implementation, OPC UA server and client are based on open62541 [27]
which is written in C; on the other hand, oneM2M MN and IN are based on OpenMTC
[28] which is written in Python. A Python program is also implemented to get the data

!

Sensors ( MN \ / IN \
PE

Send value to |
OPC-UA server - IN-AE I
Raspberry Pi OPC-UA
interfac
) Mca
MN-CSE IN-CSE

\ Mcc

Fig. 12. System architecture design
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out of the sensors. Thus we need to deal with data transmission from Python to C and
from C to Python: When the sensors get the data, a Python program will store those data
into a file, OPC UA Server can get the data by reading the file and manage the resource.
After OPC UA Client gets the data from OPC UA Server through OPC UA interface,
it will store the data into another file. IWK functions which are written in python will
then get the data from this file to do the mapping procedures. After that, the data can
be transmitted through Mca and Mcc reference points to the oneM2M application using
RESTful communications.

In OPC UA Server, we use the functions which are provided by open62541 to create,
update and transmit the data to OPC UA client. In the OPC UA client, we also use the
functions provided by open62541 to subscribe the resource and send the request back to
the OPC UA Server. In the IWK function, we use RESTful APIs to handle the resource
in MN to fulfill the demand of mapping.

4.2 Testing Environment

Figure 13 depicts the testing environment for this research. We used a Raspberry Pi
installed with OPC-UA Server APP to represent an OPC UA device that can collect the
temperature and humidity data in the factory. The collected data then is sent to OPC-UA
Client APP installed with the IPE. With the interworking functions in IPE, OPC-UA
data can be converted to oneM2M data, then sent to oneM2M APP by OpenMTC for
remote monitoring. For example, if the temperature is detected too high, oneM2M APP
can send a request to turn on the fan in the factory.

Colleot the

‘ enV|ronment data
| l —> w S m—— + =EOPCUA
User /

Platform Factory

Fig. 13. Use case of system

4.3 Testing Results

We measure the response time of each step described in Sect. 3 to get the overall response
time of a procedure under two designs. Each response time is calculated from the average
of the measurements collected from 10 executions of the procedure. Besides the response
time, we also count the lines of source code to estimate the cost of each system.
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Response time: Table 1 shows the response times of two designs in the Initialization
and Discovery procedure. If the time required for a particular step is not included
in the overall response time, it will be marked with a diagonal. Table 2 shows the
response times of two designs in the Reading procedure. Steps i, ii and iii compose
a complete retrieve request from IN to MN. Table 3 shows the response times of two
designs in the Subscribe procedure. Steps ii and iii are the request and the response
of Subscribe between IN and MN. Steps v and vi are the request and the response of
Subscribe between OPC UA server and client. Table 4 shows the response times of
two designs in the Notify procedure. Table 5 shows the overall response times of two
designs without transmission overhead. The response time of each procedure is the
sum of the response times of all its steps. Table 6 shows the overall response times
of two designs with transmission overhead. The response time of each procedure is
the time consumed from the start to the end of each procedure including the delay
of data transmission.

Table 1. Response time of initialization and discovery

Non-Optimized Design Optimized Design
Step i
Step ii 622(ms) Same as left field
Step iii 30(ms) Same as left field
Step iv 55(ms)
Step v

Table 2. Response time of reading

Non-Optimized Design Optimized Design
Step i&ii&iii 2(ms) Same as left field
Step iv 29(ms)

Table 3. Response time of subscribe

Non-Optimized Design Optimized Design
Step i 3(ms)
Step ii&iii 7(ms) Same as left field
Step iv 2(ms)
Step v&vi 55(ms)
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Table 4. Response time of notify

Non-Optimized Design Optimized Design
Step i 54(ms)
Step ii 8(ms)
Step iii 2(ms) Same as left field

2. Source Line of Code: We count the lines of source code in IPE which is composed of
OPC UA Client and IWK functions to estimate the cost of our system. Table 7 shows
the lines of source code in OPC UA Client and IWK functions in the non-optimized
and the optimized systems, respectively, to indicate the complexity of each design.

Table 5. Overall response time (without transmission overhead)

Procedure Non-optimized design | Optimized design
Initialization and discovery | 652 (ms) 707 (ms)
Reading 31 (ms) 2 (ms)

Subscribe 67 (ms) 7 (ms)

Notify 64 (ms) 2 (ms)

Table 6. Overall response time (without transmission overhead)

Procedure Non-optimized design | Optimized design
Initialization and discovery | 674 (ms) 738 (ms)
Reading 33 (ms) 2 (ms)
Subscribe 73 (ms) 9 (ms)
Notify 68 (ms) 3 (ms)
Table 7. Source lines of code
Non-optimized design | Optimized design
OPC UA client | 240 (lines) 215 (lines)
IWK functions | 121 (lines) 104 (lines)
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4.4 Testing Result Analysis

The results show that all procedures of our proposed method have better response
times except the Initialization and Discovery procedure because two new steps need
to be added. Comparing the different steps between the optimized design and the non-
optimized one, we find that most of message exchanges between IPE and the OPC
UA device are removed under the optimized design without adding any new steps.
Consequently, the optimized design is able to provide shorter response time.

The results of the overall response time without transmission overhead and the one
with transmission overhead are about the same. This leads us to conclude that the trans-
mission overhead does not significantly affect the overall response time. The difference
of response times between two designs is primarily caused by the different numbers of
message exchanges between IPE and the OPC UA device.

This research focuses on industrial IoT applications such as remote monitoring, con-
trolling application and power metering application. As these applications require real-
time processing for all incoming data, it is important to quickly respond. Consequently,
our evaluation focuses mostly in the response time with an objective of shortening the
response time of the system as much as possible. Therefore, we don’t consider through-
put, the usage of memory and CPU, or the power consumption of the system in our
analysis.

We also count the lines of source code in two designs in order to estimate their
complexity of software implementation. The results show that the lines of source code
for the optimized design is also less than that of the non-optimized design. The reduction
of complexity in the optimized design comes from the removal of some steps from the
non-optimized design. Consequently, the optimized design is able to provide better
software complexity than the non-optimized design.

In summary, by reducing the number of message exchanges between IPE and the
OPC UA device, not only the response time of our proposed design is much faster
than that of a non-optimized design, its software complexity is also improved over the
non-optimized design.

5 Conclusion and Future Work

We propose an optimized IPE design to improve IloT interoperability between oneM2M
and OPC UA for the scenario where an OPC-UA system is in the field domain and
oneM2M is in the infrastructure domain. For resource mapping, a new mapping method
for oneM2M and OPC UA is proposed. For procedure mapping, we also propose new
procedures by removing some procedural steps and thus reducing the overall response
times.

To verify our optimized design, we tested our system based on a use case that
simulates the scenario of data collection in the factory. In this environment, there will
be many devices with different standards. Consequently, a generic standard such as
oneM?2M could be very useful. To achieve interoperability, we just need to make every
devices communicate with oneM2M.

Our test system employs a Raspberry Pi installed with OPC-UA Server APP to
represent a non-oneM2M device in the factory, designed for collecting the temperature
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and humidity in the room. This data is sent to OPC-UA Client APP installed in the IPE
of a oneM2M Middle Node. The interworking function in the IPE then converts this
OPC-UA data to oneM2M data. Finally, this data is sent to oneM2M APP by OpenMTC
for remote monitoring.

As shown in the result analysis, comparing to the original oneM2M design, our
optimized design improves the performance when using oneM2M in the infrastructure
domain and an OPC-UA system in the field domain to collect data.

In conclusion, we propose two mapping methods which are different from the rec-
ommendation of oneM2M for resource mapping and procedure mapping, respectively.
According to the result analysis, our approach improves the performance of the system
where oneM2M is used in the infrastructure domain while OPC-UA is deployed in the
field domain.

In our design, because the data need to be kept up to date in MN, this implies that
the data need to be constantly retrieved from OPC UA devices; such operations will
be costly. Also, the situation of race condition may occur which would lead to out of
date data. According to the issues above, our proposed approach is more suitable for the
scenario where the cost of constant data update is affordable and the race condition is
acceptable.

Though the optimized design is suitable for our scenario, it may not have better
performance than the original oneM2M design for other scenarios. Different resource
and procedure mapping methods may be required for those other scenarios. Also, we
only test our test environment with few devices, the testing scenario with a large amount
of OPC UA devices should be considered for future work.

Moreover, more efficient mapping methods for other scenarios can be developed by
building a test environment for each scenario. Also, the solutions of cost reduction and
race condition avoidance as discussed above can be explored.
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