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Abstract. Traffic vehicle detection and recognition is a core technology
of advanced driver assistant system (ADSD) for the intelligent vehicle. In
this paper, we employ the convolution neural network (CNN) to perform
the end-to-end vehicle detection and recognition.

Two vehicle classification CNNs are proposed. One is a convolution
neural network consisting of four convolution layers and another is a
multi-label classification network. The first networks can achieve the
accuracy more than 95% while the second can achieve the accuracy more
than 98%. Due to the multiple constraints, the proposed multi-label clas-
sification network is able to converge fast and achieve higher accuracy.

The vehicle detection model proposed in this paper is a model on the
basis of the network model single shot multibox detector (SSD). Our
network model employs the network proposed for vehicle classification
as a basis network for feature extraction and design a multi-label loss
for detection. The proposed network structure can achieve 77.31% mAP
on the vehicle detection dataset. Compared with that of SSD network
model, the obtained mAP is improved by 2.17%. The processing speed
of proposed vehicle detection network can reach 12FPS, which can meet
the real-time requirements.

Keywords: Intelligent vehicle · traffic vehicle classification ·
Multi-label classification · Traffic vehicle detection

1 Introduction

Vehicle detection and recognition is an important research course in the field of
vision for unmanned (intelligent) driving technology, it is also a core technol-
ogy of unmanned driving. In unmanned driving system, vehicle detection and
recognition is the premise and foundation for intelligent vehicles to follow other
vehicles, change lane, overtake, obstacle avoidance and other acts. The accuracy
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and complexity of vehicle detection and recognition directly affect the overall
efficiency and performance of unmanned driving. Vehicle detection and recog-
nition during driving can not only meet the real-time demand, but also can
give some of instructions to operate the vehicle. The direction of vehicles and
the type of vehicles are two important factors that affect the intelligent vehicle
autonomous driving when detecting vehicles.

With the development of computer hardware and the emergence of deep
learning, a new idea appears for vehicle detection and recognition in unmanned
technology. Compared to the traditional methods which need manual image fea-
tures extraction, the deep learning ways have better adaptability. Deep learning
uses neural network for feature extraction, trains the network layer by layer,
shares weights and it can enhance the speed of the image processing operations.
Deep learning is mainly used in speech recognition, image recognition and so on.
While dealing with these problems, the traditional feature extraction methods
have limited ability to express features, but the deep learning can breakthrough
these restrictions and meet the needs of computing.

Deep learning is to understand the information contained in images, sounds,
and text. Deep learning has many successful cases in the face recognition [9],
multi-scale image classification [1,2,6,8], object detection [12] and vehicle recog-
nition [4,7]. Therefore, applying deep learning to the vehicle detection and recog-
nition tasks has very significant meanings.

2 Related Works

Research on vehicle recognition mainly includes two aspects: one is the vehi-
cle detection, another is the vehicle classification. Current vehicle detection is
mainly divided into two methods, a single frame image-based method and video-
based method. In this paper, we mainly study the image-based vehicle detection
method. The early image-based vehicle detection methods mostly base on the
appearance of the vehicle, using the edge features of image and the symmetry
features to carry out vehicle position. These methods also use HOG [3] charac-
teristics of vehicles to locate the vehicle.

Deformable parts model (DPM) [5] is mainly based on the improvement of
HOG characteristics. It uses SVM [13] for classification, but needs multi-angle
shooting targets while training. In 2014, Ross Grishick applied the convolution
neural network to object detection [10]. In the case of insufficient dataset, pre-
training of the network was required while fine-tuning the specific parts of the
network. In 2015, his proposed DPM model and convolution neural network
(CNN) became two widely used visual tools.

In the literature [11], Sarfraz proposed the use of the shape histogram features
of the forward vehicle, and then classifies the images with the minimum distance
classifier to achieve the purpose of quickly identifying the vehicle type. In the
literature with the input image feature extraction, the extracted features will
be compared to the characteristics in the database to find the smallest picture,
and this picture corresponds to the model of the input image. In 2015, Zhang
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Hongbing and others used the vehicle’s HOG characteristics to position the
vehicle, and then the type of vehicle was classified. His method not only reduced
the computational complexity while improving the speed of calculation. 2015,
Zhang [14] and others proposed a vehicle type recognition method based on
convolution neural network.

In conclusion, the traditional method to vehicle detection and recognition
has some disadvantages. It has huge amount of computation and pre-prepared
work, besides the accuracy and detection speed can not meet the requirements
of real-world application. The method based on deep learning has high accuracy
and faster speed comparing to traditional ways. Besides, it does not need a lot of
human pre-prepared works. So in our paper, we use deep learning ways to realize
vehicle detection and recognition. On the one hand, we use tiny neural network
to realize the detection task. Comparing to SSD network, we can save more time
while training and increase the detection speed. On the other hand, our model
can meet the requirements of multi-label task. Since in vehicle detection task,
we should take vehicle type and orientation into considerations, our model can
training two label at the same time. From the experiment results, we can see
that with limitation of two labels, the network can converge faster and reach a
higher accuracy.

We will discuss our model from following part:

Constructing CNN Network Model of Vehicle Classification: Design
and train CNN network model to realize the classification task of multiple types
of vehicles in CompCars (Comprehensive Car Dataset), and realize multi-label
vehicle classification task. Two types of tags are trained on a network model and
the training structure is compared with the training results of single labels.

Construction of Vehicle Detection and Recognition Network Model:
Based on the above mentioned training model, the network structure is expanded
by increasing the convolution layer, and the convolution layer Regression
attribute (Regression Loss) of the candidate area rectangle is defined, to achieve
an end-to-end network architecture model for vehicle detection and recognition
tasks.

Do Optimized Training of Vehicle Detection and Recognition Network
Model: Using the network model obtained in training in (1), the new CNN
network model is initialized fine-tuned and trained, and by adjusting the network
structure and training parameter the network model is further optimized to
obtain higher detection and recognition accuracy and precision.

3 Proposed Approach

3.1 Constructing CNN Network Model of Vehicle Classification

For vehicle classification, we use convolution neural network which contains four
convolution layer defined as four-layer convolution neural network. The four-layer
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convolution neural network is mainly composed of convolution layer, pooling
layer, ReLU layer, full connected layer, accuracy layer and loss layer. Its structure
is shown in Fig. 1.
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Fig. 1. Four-layer convolution neural network.

The multi-label classification network structure is obtained by modifying the
structure of four convolution neural network. The network can simultaneously
train a dataset with two labels. On the basis of the original four-layer convolu-
tion neural network, the multi-label classification network adds a data layer, an
accuracy layer and a loss layer. The new data layer is to give the same images
with another set of labels. The new accuracy layer and loss layer is to calculate
the network classification accuracy and loss for the second category. Figure 2
shows the structure of the multi-label vehicle classification network model.
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Fig. 2. Multi-label vehicle classification network model.

The accuracy layer of the network is used to calculate the accuracy which
is defined as Eq. (1). The accuracy is a rate of the correct predictions and the
total number of labels.

Ac =
M

N
× 100% (1)

In Eq. (1), Ac is the classification accuracy; M indicates the number of correct
labels; N indicates the total number of labels.
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The loss layer of network is used to calculate classification loss. We use Soft-
max With Loss function which is combined by two calculation process. Softmax
function sigma(z) = (σ1(z), ..., σm(z)) is defined as Eq. (2).

σi(z) =
exp(zi)∑m

j=1 exp(zj)
, i = 1, ...,m (2)

The next operation is the calculation of the Multinomial Logistic Loss defined
in caffe, shown as Eq. (3).

l(y, o) = − log(oy) (3)

We can obtain the Equation of Softmax With Loss by combining Eqs. (2)
and (3). It is expressed by Eq. (4).

l(y, z) = − log(
ezy

∑m
j=1 ezj

) = log(
m∑

j=1

ezj ) − zy (4)

where m refers to the number of labels on current dataset, y means current
label. This classification model is designed as a basis of vehicle detection and
recognition model.

3.2 Construction of Vehicle Detection and Recognition Network
Model

Vehicle detection model is mainly divided into two parts, including vehicle posi-
tioning and vehicle classification. Therefore, the most basic network structure
is a vehicle classification network structure combined with a vehicle positioning
network structure, the structure diagram shown in Fig. 3.

Input Image
Feature

Extraction
Vehicle
Location

Probability

Coordinate

Fig. 3. The basic structure diagram of vehicle detection model.

The vehicle detection network is based on the four-layer convolutional neural
network, which can generate a series of fixed-size bounding boxes on the different
layers of the feature map. For each bounding box, it is necessary to determine
whether it has a target and whether it is a fraction of a target, and finally
a non-maximal suppression is added to produce the final test result. In each
feature map of the classification network, a series of bounding box is defined.
The bounding box is linked with each other in form of convolution. On each unit
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of the feature map, we predict each compensation value related to the bounding
box shape, and assume that the image in each bounding box is the score of
each object. Finally, we find out the highest score of the bounding box, and the
position coordinates of the box is the position of the vehicle.

As shown in Fig. 4, for each picture, the network predicts whether the input
image contains vehicle and decides the direction and type of vehicle. If it contains
the vehicle in the image, the predicted vehicle coordinates should be also given
at the same time. The last layer of the network is connected to two loss layers
like the multi-label classification model. Each consists of two parts, including
the confidence loss and the target prediction position which is the regression
loss related to its true position.

Feature
map

Default
box

Classification

Predicted
position

Real
label

Real
position

Regression loss function 
Smooth L1

Classification loss function 
Softmax

Loss function

Fig. 4. The principle of vehicle detection model.

Assume that m feature maps are used for prediction, the size of default box
in each feature map is calculated as Eq. (5).

sk = sk−1 + 15 × (k − 1), k ∈ [2,m] (5)

s1 represents the smallest size of default box in the smallest feature map between
the given feature map.

Then expand the default box into different shape so that it can predict differ-
ent shape cars. At each location of the feature graph, the network uses multiple
bounding boxes with different aspect ratios as αr = {1, 2, 3, 1/2, 1/3}, The width
and height of the bounding box on different layers are shown in Eq. (6).

wα
k = sk

√
αr, h

α
k =

sk√
αr

(6)

When αr = 1, an additional frame is added, and the aspect ratio is calculated
as shown in Eq. (7).

s,
k =

√
sksk+1 (7)
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Finally, for each position on the feature map, there are six different sizes of
bounding boxes for matching. The center of each bounding box (m,n) is shown
in Eq. (8).

m =
i + 0.5
|fk| , n =

j + 0.5
|fk| (8)

Where |fk| is the size of kth square feature map [0, |fk|). At the same time,
mapping the bounding box coordinates to [0,1] range.

3.3 Define the Loss Function of Multi-label Vehicle Detection
and Recognition Network

As we all know, the type and direction of other cars are two important elements
to decide which driving order should be executed while driving. So the loss of
multi-label vehicle detection and recognition network is combined by two parts.
One is the vehicle type detection part and the other is the vehicle direction
detection part. We define the loss of vehicle type detection as errortype and the
loss of vehicle direction detection as errordir. The total loss of the whole network
is defined as Eq. (9).

loss = αerrortype + βerrordir (9)

where α and β are influence factors of the two kinds of loss.
We set α = 0.5 and β = 0.5 while training our multi-label vehicle detection

and recognition network, which means the loss of vehicle type detection and
vehicle direction detection have the same effect on the final loss.

By combining two loss, the network performs better in vehicle detection.
Since there are two kinds of loss to restrict the network while training the net-
work, the network can converge more quickly and it would be harder to diverge.

4 Experiment Results

4.1 Experiment Result of Vehicle Classification

We use the four-layer convolution neural network model to train and test the
vehicle classification datasets. Vehicle classification datasets are divided into two
types. One is orientation of vehicle and another is type of vehicle. In the vehicle’s
orientation dataset, there are 3200 front vehicle images, 3200 rear vehicle images
and 3200 background images for training; 800 front vehicle images, 800 rear
vehicle images and 800 background images for testing. In the vehicle’s type
dataset, there are 1600 car images, 1600 minibus images, 1600 bus images, 1600
truck images, 3200 backgrounds for training and 400 car images, 400 minibus
images, 400 bus images, 400 truck images, 800 background images for testing.

For vehicle orientation dataset, the loss is 0.081 for final test and the accuracy
is 97.75%. The accuracy of each label is shown in Table 1. For vehicle type
dataset, the loss is 0.082 for final test and the accuracy is 98.04%. and the
accuracy of each label is shown in Table 2.
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Table 1. The accuracy of each label in vehicle orientation dataset for four-layer CNN.

Type Total number Correct number Accuracy

Front car 800 792 99.00%

Rear car 800 796 99.50%

Background 800 758 94.75%

Total 2400 2346 97.75%

Table 2. The accuracy of each label in vehicle orientation dataset for four-layer CNN.

Type Total number Correct number Accuracy

Car 400 393 98.35%

Minibus 400 395 98.50%

Truck 400 397 99.25%

Bus 400 398 99.50%

Background 800 771 96.38%

Total 2400 2353 98.04%

Then, the multi-label classification network model is used to train and test
the vehicle classification datasets. For vehicle orientation dataset, the loss is
0.012 for final test and the accuracy is 97.91%. The accuracy of each label is
shown Table 3.

For vehicle type dataset, the loss is 0.072 for final test and the accuracy is
98.34%. The accuracy of each label is shown in Table 4.

Comparing the data in Tables 1, 2, 3 and 4, we find that the multi-label
classification network model can reach higher accuracy than four-layer convolu-
tion neural network in vehicle classification dataset. The accuracy increases by
around 0.3%. Besides, multi-label classification network model performs better
than four-layer convolution neural network. But we still need to improve our
model because the accuracy of background is still too low. Due to the limitation
of two series of label, multi-label classification model can converge faster and
obtain higher accuracy.

Table 3. The accuracy of each label in vehicle orientation dataset for multi-label
classification network model.

Type Total number Correct number Accuracy

Front car 800 793 99.13%

Rear car 800 791 98.88%

Background 800 766 95.75%

Total 2400 2350 97.91%
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Table 4. The accuracy of each label in vehicle type dataset for multi-label classification
network model.

Type Total number Correct number Accuracy

Car 400 398 99.35%

Minibus 400 396 99.00%

Truck 400 396 99.00%

Bus 400 395 98.75%

Background 800 775 96.88%

Total 2400 2360 98.34%

4.2 Experiment Result of Vehicle Detection

The four-layer convolution neural vehicle detection network is based on the four-
layer convolution neural network. First, to extract the feature by using the
four-layer convolution neural network in previous experiment. Then, selecting
different feature layers to set the bounding box. For each bounding box, the
calculation of the position error and the category error ultimately determine the
position of the vehicle in the picture. When using the basic network, it is nec-
essary to modify the basic network. The last two fully connected layers of the
network are all transformed into a convolution layer. Through this operation,
all the final connection layer data can be transformed into a feature map for
presetting the bounding box. At the same time, to delete the original network
loss layer and accuracy layer.

We select the conv4 layer, fc1 layer and the fc2 layer to set the bounding
box. The bounding box size is set, as shown in Table 5. The network is trained
on the vehicle test set. The training set consists 5639 images while the test set
consists 1377 pictures. The final test results of the network mAP is 72.39%.

Table 5. Four-layer convolution neural network’s bounding box parameter setting.

Layer Size of feature map The original map area The size of bounding box

Conv4 38 × 38 8 × 8 30 × 30, 42 × 21, 21 × 42

Fc1 19 × 19 16 × 16
60 × 60, 83 × 83, 84 × 42

42 × 84, 104 × 35, 35 × 104

Fc2 19 × 19 16 × 16
60 × 60, 83 × 83, 84 × 42

42 × 84, 104 × 35, 35 × 104

But for multi-label network, we expand the four-layer convolution neural
vehicle detection network with another MultiBoxLoss layer to train two kinds of
label of the vehicles. One mulitiBoxLoss layer is used to train vehicle orientation
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set while another is used to train vehicle type set. The bounding box setting is
the same as the four-layer convolution neural vehicle detection network.

When testing the multi-label network, we first obtain the detection results
of vehicle orientation. Then comparing the detection results of vehicle type with
the obtained results, find the vehicle type of the bounding box where vehicle
orientation is ensured. The test results of the multi-label network mAP is 77.39%.
Figure 5 shows some of the picture test results.

Fig. 5. Testing results of multi-label vehicle detection network.

The comparing result is shown in Table 6. It can be concluded that the SSD
network can achieve good vehicle detection effect for the data set recorded by
the car camera, but the simple convolution neural network structure can achieve
the same vehicle detection effect, while spending less on time costs. In the sit-
uation of the same detection effect, the four-layer convolution neural network
constructed in this paper can identify the image faster because of its simple
network structure and lower complexity calculation. The mAP value recognized
by ResNet18 network is not high, and the reason is there are more error recog-
nition objects. At the same time, as ResNet18 network structure is deep, the
calculation complexity of the network weight updating is greater, resulting in
the longer time taken to detect the picture.

Table 6. The accuracy of each label in vehicle type dataset for multi-label classification
network model.

Basic network mAP(%)

Four-layer convolution neural network 72.39

Four− layerconvolutionneuralnetwork

(Multi− label)
77.31

VGG16(SSD) 75.14

ResNet18 74.24
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In conclusion, to detect objects in the case of different situations, the network
layer is not the deeper the better, but it depends on the contents of the dataset
and detection requirements. If we need faster detection speed, we can use the
lower convolution neural network to achieve detection. Moreover, if we need a
higher accuracy, then a deeper network can be used to achieve our goals. Besides,
training network with multi-label tasks can make the network work better in each
task.

5 Conclusion

This paper mainly discuss about the multi-label vehicle detection network. First,
a vehicle classification network is needed and it is designed as a basis network
of vehicle detection and recognition network. We use four-layer convolution neu-
ral network as classification network. Small size network can reach the same
accuracy as VGG net but has a higher speed than it. Next, we expand the clas-
sification network and obtain a multi-label classification network in order to meet
the needs while driving. Last, we expand the multi-label classification network
and obtain the multi-label vehicle detection network. From the results, training
two categories on one network at same time can not only save time, but also
make the network converge faster and achieve higher accuracy. So for multi-task
detection, multi-label network can be considered to achieve better result.
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