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Abstract. The message transmission reliability is an important performance of
CAN communication. The message transmission reliability of the CAN refers to
the ability of the message to be successfully transmitted within its deadline. In
order to assess the message transmission reliability of CAN, a four-node CAN
communication model is set up based on the deterministic and stochastic Petri
net in this paper, which is used to simulate the arbitration mechanism and error
handling mechanism of CAN. The model is used to demonstrate the operation
of the CAN bus in an interference environment with transient bursts which is
used to simulate the external electromagnetic interference. Message transmission
failure probability under the interference is used as the indicator of the message
transmission reliability of CAN, and a solution method for proposed model based
on the queuing theory is given to acquire the stationary value of the message
transmission failure probability. The simulation gives the analysis of reliability
of message transmission under different interference arrival intervals, different
message priorities, differentmessage periods anddifferent number of nodes,which
verifies the validity and feasibility of the proposed model.
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1 Introduction

CAN-bus has the characteristics of good real-time performance because of shortmessage
frame, such as strong anti-interference ability and high cost performance. It is widely
used in bus data communication between automobiles and various industrial sites. As
a real-time information transmission system, CAN message failure will have a strong
impact on system performance, so message transmission reliability [1] is an important
indicator of CAN. The CAN message is considered to be successfully transmitted when
its response time is less than its deadline. In this paper, the successful transmission
probability of the CAN message is used as the indicator for evaluating the reliability of
the message transmission of CAN.

There are many factors that affect the reliability of CAN data transmission, including
design factors and environmental factors.With the development of electronic technology,
the data communication in the industrial field is becoming more and more complex, and
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the electromagnetic interference intensity is getting larger and larger. Electromagnetic
interference can cause transmission errors, and trigger CAN error handling mechanism.
With this mechanism the error message is generated and the message with error is
retransmitted. The error handing mechanism effectively guarantees the successful trans-
mission of the message. But too many errors will increase the bus utilization and delay
the message response time. In severe cases, the message may miss its deadline and so
the message transmission fails.

The analysis of message transmission reliability mainly evaluates whether the mes-
sage response time exceeds the deadline of the message. For the response time analysis,
the worst-case response time (WCRT) indicator of a message is a commonly used indi-
cator. Tindell et al. [2] proposed a scheduling method based on fixed-priority preemption
scheduling for single-processor systems in 1994. They gave a WCRT analysis method
based on recursion, and concluded that the message is schedulable if the WCRT is less
than the deadline. Punnekkat et al. [3] proposed a more general fault model and applied
it to the WCRT analysis of CAN. Nolte et al. [4] proposed a worst-case probability
response time analysis method based on the number of bits in CAN as a random vari-
able, which reduces the conservativeness of WCRT analysis. Mubeen et al. [5] gave
the WCRT analysis based on several different queues such as priority queue and FIFO
queue, etc.

In addition to WCRT analysis, many researches focus on the response time distri-
bution. As early as 1994, Muppala et al. [6] calculated the response time distribution
of fixed-length periodic messages based on the stochastic reward network (SRN), but
the limitation was large, which caused a big difference with the actual CAN bus. Nils-
son et al. [7] considered random message lengths but did not consider bit stuffing and
fault models, so the results are still too optimistic. Navet et al. [8] proposed the Worst-
Case Deadline Failure Probability (WCDFP) in 2000. They believed that because of the
random interference, the event that the message response time exceeded the deadline
became a random event. Then give the probability algorithm of WCDFP. Portugal [9]
proposed a determination of stochastic Petri nets (DSPN) model to analysis the reli-
ability of CAN, while the model is complex and the index chosen was unable to get
the required result. Kumar et al. [10] analyzed the response time distribution of CAN
messages and gave an analysis model based on the (DSPN). Chen et al. [11] gave an
analysis of average response time of CANbased on the queuing theory, which could only
analysis the average value instead of the distribution of response time. Sun et al. [12]
improved the model and compared the results obtained with the results of the simulation
based on colored Petri nets (CPN) to verify the validity of the model, but the above two
did not consider the fault impact.

Deterministic and Stochastic Petri Nets (DSPN) is one of the effective tools for dis-
crete eventmodeling. Based onDSPN, this paper proposes aCANcommunicationmodel
which simulates the arbitration mechanism and error handling process, and evaluates
the reliability of CAN message transmission.
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2 Working Mechanism of CAN

2.1 Bit-by-Bit Arbitration

The CAN adopts a bus topology, and all nodes are equally connected to the bus with
a multi-master transmission mechanism. Since the CAN bus can only transmit one
message at a time, there is a preemption of the buswhenmultiplemessages are ready to be
transmitted at the same time. The CAN bus stipulates that each message has a unique ID.
Non-destructive bit-by-bit arbitration is carried out according to ID between messages.
The message winning the arbitration with high priority uses the bus and transmits the
message. The message that lost the arbitration waits for the next arbitration. This causes
the message losing the arbitration unable to be sent immediately after the message is
generated, and the message response time increases which also increases the probability
of message transmission failure.

2.2 Error Handling

The CAN has a strong error detection capability. The probability of an error message
beingmissed by the CANbus [13] is less than 4.7×10−11. Any node that detects an error
will perform error signaling and recovering, which guarantee the accurate transmission
of the message.

Error signaling is the process bywhich a node signals an error by transmitting an error
flag. According to the fault confinement mechanism of CAN, the CAN node has three
statuses: error active, error passive and bus-off. The error flag of the error active node is
6 dominant bits. These 6 bits will cause a bit stuffing error to abort the transmission of
the message and signal the error; the error flag of the error passive node is 6 recessive
bits, which can not affect the bus level; the node in the bus-off status is not allowed any
interaction with the bus.

The error flag of the error active node will be superimposed. As shown in Fig. 1, if
both the error bit and the previous correct bit are dominant, then for the receiving node,
aftermonitoring the fourth dominant bit of the sending node’s error flag, togetherwith the
previous two dominant bits there have already been six dominant bits monitored. Then
the receiving node detects a bit stuffing error and transmits six dominant bits to signal the
error, which causes the error flag on the bus to be superimposed into 10 dominant bits.
Obviously, if the error bit is a recessive bit, then the two error flags will be superimposed
with 12 bits, which is the maximum length of the error flag overlay. After the error flag
is superimposed, 8 recessive bits are added to the error delimiter, and the transmission
of the error frame is completed. In a word, in the error active status, the error signal will
be an error message with length within 17 bits to 23 bits adding the 3 bits of interframe
space. This error message will cause the occupation of bus and generate delay.
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Fig. 1. Superposition of the active frame

The error recovering mechanism allows previously erroneous messages to be auto-
matically retransmitted after the error frame is transmitted, but note that messages from
other nodes are also allowed to preempt the bus. If a higher prioritymessage is ready to be
transmitted, the retransmission of the erroneous message is delayed and the probability
of transmission failure increases.

3 Model Framework and Solution Method

3.1 DSPN Features

Petri nets are often used to simulate discrete events. DSPN is an improvement of the
Stochastic Petri net (SPN): the forbidden arc is added to the DSPN to implement the
prohibition of the transition when the place contains the number of tokens greater than
or equal to the arc weight; the DSPN increases the immediate transition and can assign
priorities to several conflicting immediate transitions; DSPN adds deterministic transi-
tions to describe events that occur at a fixed time. These features of DSPN can be used
to simulate the CAN communication model.

3.2 Model Framework

This paper makes the following assumptions for the model: each node transmits a peri-
odic message, and the normal transmission times of all the messages are the same which
is the maximum value; the message period is the deadline for the message. When the
deadline arrives, the new message will overwrite the old message and cause the old
message to fail; all nodes are in the error active status because the probability of the
node being in the error passive status is very low [8]; the interference on the CAN bus
is the electrical fast transient burst, which is the standard test signal of electromagnetic
compatibility; the Portugal [9] founded that the change of the interference duration does
not cause an order of magnitude change in the probability of message failure when other
parameters are unchanged. Therefore, it is assumed that the burst signal has the same
width with the bit time and affects only one bit; the interference during the error frame
transmission is ignored. The error frame transmission length is the maximum length of
the active error frame plus the interframe space total 23 bits.

Based on the above assumptions, a single-node CAN communication model is
established as shown in Fig. 2.
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Fig. 2. Single-node model of CAN based on DSPN

The model includes the node model (the part in the dotted line on the left), the
interference and error handling model (the part in the dotted line on the right), and the
bus channel model (the part in the lower dotted line box).

The node model is responsible for message generating, message transmitting and
message failure counting. The deterministic transition T represents the generation of
periodic messages. The place queue represents the message queue. The intermediate
transitionEntrance indicates that the generatedmessage enters themessage queue queue,
and the intermediate transition old_fail indicates that the old message is overwritten by
the new message and so exits the message queue queue. Whether the two transitions
mentioned before are enabled or not is determined by whether there is a token in queue.
The token entering queue waits until send_allow is enabled, while the place fail and the
deterministic transition S form a simple queuing system to count the number of failed
messages.

The place bus and the deterministic transition send_time form a bus channel model.
No token in bus indicates that the bus is idle. At this time, the intermediate transition
send_allow will be enabled. After send_allow fired, a token is placed in bus to indicate
that the bus is transmitting a message now. The deterministic transition send_time repre-
sents the message transmission time. After send_time fired, the token in queue and bus
are deleted at the same time, indicating that the message in the node’s message queue
is already transmitted and the bus becomes idle. Note that the arc weight of queue to
send_time is a logical expression, which promises that only the token in the highest
priority node’s queue will be deleted when send_time fires.

The interference and error handling model only considers the operation of the bus
within the transient interference group burst interval. It is assumed that the transient
interference group burst is periodic, and the conditional probability is used to extend the
results of the model to the entire time domain. The exponential transition in_burst repre-
sents the interference of the arrival interval obeying the exponential distribution during
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the group burst. The place in with a token indicates that the bus is facing interference at
this time, and the inhibiting arc with in pointing to in_burst ensures that only one inter-
ference at the same time. The exponential transition in_time describes the interference
duration obeying the exponential distribution.

When bus and in are marked at the same time, the intermediate transition send_stop
fires indicating that there is interference when the message is being transmitted at this
time, so the token in bus is deleted, and a token is placed in erf_send to represents the
error frame transmission. The inhibit arc of erf_send pointing to send_allow indicates
that normal message transmission is prohibited during error frame transmission. The
deterministic transition erf_time describes the transmission time of the error frame.

3.3 Solution Method

The simulation tool used in this paper is TimeNET4.4, which supports graphical mod-
eling and multiple simulation solutions. Stationary simulation is a common analysis
method provided in TimeNET. It can obtain the stationary value of the model when the
time tends to infinity. Therefore, it is often used for probability measurement. Stationary
simulation is to obtain a certain frequency value through a large number of samples.
Since the number of samples is large, according to Bernoulli’s law of large numbers, the
frequency is infinitely close to the probability required.

In this paper, the message failure probability is obtained by solving the stationary
value of the number of message failures per unit time. This value is divided by the total
number of messages generated per unit time to obtain the message failure probability,
and the message transmission reliability of CAN is evaluated by the message failure
probability.

After experimental comparison, theMulti-trajectory stationary analysis method pro-
vided inTimeNEThas higher efficiency in solving themodel. Therefore,Multi-trajectory
stationary analysis method is used to carry out all the simulations in the paper.

The way to solve the TimeNET model is to build a measure expression and then run
the simulation to get the result of the measure expression. TimeNET gives the syntax of
the measure expression, and the user can create the expression of the desired measure.
The measure established in the model built in this paper is (#fail), which means the
average number of tokens contained in the place fails. The purpose is to get the number
of failed messages per unit time.

The little formula is a basic conclusion in queuing theory that describes the relation-
ship between the average arrival rate of customers, the average number of customers in
the system, and the average length of time the customer spends in the system in a stable
queuing system. For this model, the place fail and the deterministic transition S can
be considered as a queuing system. The token is regarded as the customer, the average
arrival rate of the customer is the number of message failures per unit time which is
defined as λ, and the average number of customers n in the system is the average number
of tokens in the steady state, the average stay time of the customer in the system s is the
delay of the transition S, which is determined by the little formula:

λ = n/s = E f /delayT (1)
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Where E f is the average number of tokens in fail, that is, the stationary result of the
measure: (#fail), and delayT is the firing delay of the deterministic transition T. The
failure probability Pf ail of a message with a generation period of Tg is:

Pf ail = λ/
(
1/Tg

) = λ · delaymsg (2)

Where delaymsg is the delay of T of the message.Bringing the formula (1) into the
formula (2):

Pf ail = E f · delaymsg/delayT (3)

The message failure probability Pf ail during the transient interference burst is obtained
above and it can be extended to the entire time domain. Let the transient interference
period be ta , the duration be tc, the probability of message failure in the entire time
domain be Pa , and the probability of transient interference bursting be Pin , then the
conditional probability is:

Pa = Pf ail · Pin (4)

The probability of transient interference burst Pin is:

Pin = ta/(ta + tc) (5)

Bring Eqs. (3) and (5) into Eq. (4) to get the probability of message failure in the entire
time domain Pa :

Pa = E f · delaymsg · ta/[delayT · (ta + tc)] (6)

4 Simulation Analysis

4.1 Simulation Model and Parameter

A four-node model is extended by following the working mechanism of the single node
model. The simulation verification of CAN message transmission reliability is carried
out with the four-node model. The four-node DSPN model is shown in Fig. 3.

In themodel shown inFig. 3, there are four nodes 1, 2, 3, and 4 from left to right named
queue1, queue2, queue3 and queue4 separately. The priorities of them are sequentially
lowered. We have established three measurements for node 2, node 3, and node 4 to
assess the probability of message transmission failure. Node 1 has the highest priority,
and there is no delay caused by arbitration failure, which lead the probability of message
failure to a very low level. Besides, in TimeNET, the time spent on simulation of low
probability events is huge which reduces the simulation efficiency. So the node 1 is out
of consideration.

The simulation was performed in the TimeNET 4.4 environment, setting a 95%
confidence interval for all simulations with a relative error of 10%. Set the CAN bus
communication bit rate to 125 kb/s. All nodes send data frame messages with a data
field length of 8. The average frame transmission time is approximately equal to 1
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Fig. 3. Extended four-nodes model of CAN based on DSPN

ms. If an error occurs, the error frame length is 23 bits and the transmission time is
approximately equal to 0.18 ms. In the simulation, the interference is assumed to be
transient interference, the occurrence period is 450 ms, and the interference duration is
50 ms.

Based on the CANmodel of DSPN established in this paper, the total probability Pa
is simulated and counted.

4.2 Interference Arrival Interval

In order to analyze the relationship between the interference arrival interval and the
message failure probability, the average interval of transient interference is set to 2 ms,
4 ms, 6 ms, 8 ms, 10 ms and then simulate separately. Other all simulation parameters
are listed in the Table 1.

Table 1. Simulation parameters

Transition Firing delay/ms

T1 6

T2 7.5

T3 7.5

T4 7.5

S2 10

S3 10

S4 10

In_time 0.008

Erf_time 0.18

Send_time 1
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Note that the T2, T3, and T4 are set to the same value, which can simulate the effect
of priority on failure probability when other parameters are unchanged. However, at this
time, T2, T3 and T4 will fire at the same time, which will increase the probability that
the three messages preempt the bus. For this reason, the delay modules are added after
the transitions T3 and T4, which can effectively reduce the probability of the preemption
of the bus. The message of node 3 is delayed by 2.5 ms and the message of node 4 is
delayed by 5 ms, and the comparison of the failure probability of the message before
and after adding the delay is analyzed. The simulation results are shown in Fig. 4.

Fig. 4. The simulation results of the interference arrival interval

In Fig. 4, the vertical axis is the logarithmic axis which indicates the message failure
probability, and the horizontal axis is the interference arrival interval. For all messages,
as the interval of interference arrival increases, the message failure probability decreases
exponentially. For the same node, the message failure probability with delay is almost
always less than the valuewithout delay, because themessage generation ismore uniform
with delay and then the blocking and preemption phenomenon is reduced. In the case
where the interference arrival interval is unchanged, the higher the priority of the node,
the smaller the message failure probability, because higher priority means less waiting
time, so the message is more likely to be successfully transmitted before the deadline.

4.3 Message Period

The simulation of the message period still sets the delay for node 3 and node 4. The
interference arrival interval is fixed to 2 ms and the other parameters are kept unchanged.
Firstly, the simulation of changing only one message period is implemented to observe
the effect on all three messages failure probability. In this section, message period of
node 3 is selected and changed from 7.5 ms to 15 ms with a 2.5 ms step size. The
simulation results are shown in Fig. 5.
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Fig. 5. The simulation results of the message period of node 3

As seen from Fig. 5, the message failure probability of node 3 decreases as the node
3 message period increases, while the failure probability of the other two messages is
almost unchanged.

Secondly, all the three messages periods are changed from 7.5 ms to 15 ms with a
2.5 ms step size. The simulation results are shown in Fig. 6.

Fig. 6. The simulation results of all the three message period

It can be seen from Fig. 6 that after three message periods are changed, the failure
probability of each message decreases as the message period increases, and the high
priority message failure probability is always less than the low priority. From Figs. 5
and 6, we can draw a conclusion that in the case of other parameters unchanged, the
message failure probability is only related to the message itself period, and the change
of the message period has little effect on the failure probability of other messages.
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4.4 Number of Nodes

In order to show the influence of the number of nodes on the simulation results, we
performed two sets of simulations. The first group of simulations deleted the node 1 (the
highest priority node) and compared the message failure probability before and after
deletion while the second group deleted the node 4 (the lowest priority node) and do
the same thing. The simulation parameters are the same as the Sects. 4.1 and 4.2. The
simulation results are shown in the Figs. 7 and 8.

Fig. 7. The simulation results of deleting the Node1

Fig. 8. The simulation results of deleting the Node4

It can be clearly seen from Figs. 7 and 8 that the message failure probability of
the node 2 to node 4 is reduced after the node 1 is deleted while the message failure
probability of the node 2 and node 3 do not change much after the node 4 is deleted.
The results are reasonable because the node 1 as the highest priority node will hinder
the transmission of node 2 to node 4. After it is deleted, other nodes send faster so
the message failure probability is significantly reduced. But the node 4 has the lowest
priority, so it has little influence on the transmission of other messages.
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5 Conclusions

This paper establishes a CAN communication model based on DSPN, and it is used to
simulate the arbitration mechanism and error handling mechanism of CAN. Based on
the model, the reliability of message transmission of CAN under interference environ-
ment is evaluated. By adding transient impulse interference to the model, the influence
of interference interval, message priority, message period and the number of nodes on
CAN message transmission failure probability under interference environment is ana-
lyzed. The simulation example shows that the model has a good effect in evaluating the
reliability of CAN message transmission in the presence of interference.
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