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Abstract. The burst ratio is a parameter of the packet loss process,
characterizing the tendency of losses to group together, in long series.
Such series of losses are especially unwelcome in multimedia transmis-
sions, which constitute a large fraction of contemporary traffic. In this
paper, we first present and discuss results of measurements of the burst
ratio in IP traffic, at a bottleneck link of our university campus. The
measurements were conducted in various network conditions, i.e. various
loads, ports/applications used and packet size distributions. Secondly, we
present theoretical values of the burst ratio, computed using a queueing
model, and compare them with the values obtained in the measurements.
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1 Introduction

Packet loss is an inherent property of networks based on the TCP/IP protocol
stack. Their “best effort” design is on one hand flexible and resistant to large-
scale failures, but on the other it does not guarantee the delivery of packets. An
occasional loss of an individual packet is usually not a problem. It is retransmit-
ted using the TCP mechanism, if completeness of data is required. Or, it can
be simply ignored, if it is a part a flow, which allows for some data loss. How-
ever, the problem is much more complicated when packet losses tend to group
together, i.e. occur one after another, in series. In multimedia transmissions,
such series of losses may cause for instance a video image to freeze, which is the
main impediment in video Quality of Experience, [1].

The best way to describe the tendency of packet losses to cluster together is
by using the burst ratio parameter B, [2]. Formally, B is the ratio of the observed
average length of the series of lost packets, G, to the theoretical average length
of the series of losses in the case of independent packet loss, K. In other words,
if K denotes the average length of the series in the Bernoulli process, then

B= (1)
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If L denotes the loss ratio (loss probability), then it is easy to check that in the

Bernoulli process it holds

— 1
K= 2)

This means, that B is in fact a function of G and L, i.e.
B=G(1-1L). (3)

It is very important not to confuse the burst ratio with the traffic burstiness,
which has been studied earlier and has a vast literature. The burst ratio charac-
terizes the loss process, rather than the arrival process. It has got more attention
recently, due to its connection with the quality of multimedia transmissions.

To illustrate the burst ratio, we may consider a stream of 16 packets at a
network node’s buffer:

FFFFDDFFFFDDDFFF

Here F denotes a packet successfully transmitted/forwarded and D - a packet
that was lost/dropped. There are two series of lost packets of length 2 and 3,

respectively. Thus G = 2'2"—3 = 2.5. Moreover, there are 5 lost packets out of

16, therefore L = %. Thus K = 1_% =145 and B = % = 1.72. Obviously,

if B > 1, then the losses tend to groltip together - the higher the B value, the
stronger this tendency is. When B = 1, the losses look purely random and
independent of each other. Finally, if B < 1, then the losses tend to occur
separately.

The most important parameter of the packet loss process is, of course, the loss
ratio, L. It has been studied for decades now, using measurements, simulations
and mathematical modeling. The burst ratio is considered to be the second
important loss parameter, especially in the real-time multimedia transmissions.
In such applications it makes a difference whether one single packet is lost after
every 20 delivered packets, or 3 packets are lost in a row after every 60 delivered
packets. This effect can even be captured in strict formulas. For instance, in [3]
the impairment factor I for the digitized voice has been proposed as a function
of L and B, in the following form:

100(95 — I,)L

I=1 ’
T 10L/BI R

(4)
where I, and R are some constants, unimportant here, with default values I, = 0
and R = 4.3. In the latter example with L = i = 6%, we have I = 49.9 for
B =1and I = 76.8 for B = 3. In other words, the quality may drop by far
when B increases and L remains unaltered. The reader can easily find examples,
in which the overall voice quality is worse, due to increased B, even though L is
decreased.

In this paper, measurements of the burst ratio at the bottleneck link of our
university campus are described first. The link under study was the 1 Gbps link,
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which connects the dormitory network, with the rest of the campus network. At
different times of the day, 18 samples of traffic were collected, each consisting of
one milion packets. The experiment started early in the morning and ended late
in the evening, which enabled us to observe variable network conditions, depend-
ing on end users activities. For each of the collected traffic sample, the burst ratio
was computed and discussed, as well as the accompanying loss parameters (L
and G). This is presented in the first part of the paper.

In the second part of the paper, theoretical values of the burst ratio are
computed using a queuing model, and compared with the measured B values.
The main reason of the packet loss at a bottleneck link is an overflow of the
buffer at the output interface. Such interface is typically organized as a simple
tail-drop queue. Therefore, it seems reasonable to use a properly parameterized
tail-drop queueing model for theoretical prediction of the burst ratio.

The rest of the paper is organized as follows. In Sect. 2, the literature related
to the burst ratio and loss ratio is recalled. In Sect. 3, the network topology
and devices, as well as the hardware and software used in the experiment,
are described. Then, the measurement process is presented in detail. Section 4
is devoted to presentation and discussion of the experiment results. Firstly,
observed traffic is characterized in terms of the load, loss ratio, TCP/UDP frac-
tions, port usage and packet size distribution. Then the burst ratio values are
shown and discussed, with an accent on their relations with the observed traffic
characteristics. In Sect. 5, the theoretical values of the burst ratio, computed
via a queueing model, are shown and compared with the measurement results.
Finally, conclusions and future work directions are gathered in Sect. 6.

2 Related Work

To the best of the authors’ knowledge, there are no published measurement
results, nor its analysis, of the burst ratio in a real, operating network.

The closest paper one can find is [4], where the burst ratio measurements
carried out in a networking lab, using traffic from a hardware generator, are
presented. Such results, obtained for artificial traffic in a local lab, have several
drawbacks, when compared to the real IP traffic measurements. Firstly, propa-
gation times are negligible in a local lab, so multiple-flow traffic with different
round trip times (RTTs) in different flows cannot be mimicked. (It is well known
that RTT has a great impact on the TCP behaviour.) Secondly, due to the lim-
itations of the generator, only very simple distribution of the packet size can
be used, far from the very rich structure in real IP traffic. The same concerns
diversified duration of flows, port usage and link loads induced by human users
and the applications they exploit.

Analytical studies of the burst ratio were based initially on Markovian loss
models (see e.g. [5-9] for more information on such models). In particular, in [2] a
formula for the burst ratio in a single link, represented by a two-state Markovian
loss model, was derived. In [10,11], the exact and simplified formulas for B
in a few concatenated links, each represented by the two-state Markovian loss
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Fig. 1. Network topology and devices.

model, were obtained. In these studies, the finite-buffer queue, which constitutes
the main reason of loss in the wired networking, was not modeled. Instead, it
was assumed that the loss process follows some Markov chain, which was then
parameterized and solved. Such approach gives the fundamental insight into
the behaviour of the burst ratio, but its depth is limited by known limitations of
Markov modeling — e.g. the series of losses cannot have a large variance. Recently,
the burst ratio has been derived for two classic queueing models with single and
batch arrivals, see [12,13], respectively. Moreover, it has been simulated for an
active queue management scheme, in which the probability of dropping a packet
is some function of the queue size, [14]. The best results were obtained for a
convex, exponential dropping function, perhaps due to some general properties
of convex functions (see e.g. [15]).

The main loss characteristic, the loss ratio, has been studied for many years
now using measurements (see e.g. [16-20] and the references given there) and
analysis (e.g. [21-23]).

Finally, there are also papers [24-26], in which the statistical structure of
packet losses is studied using other characteristics, like the probability that in
a block of m packets exactly n packets are lost, but not necessarily one after
another.

3 Experiment Setup and Course

3.1 Topology, Devices and Software

The scheme of the campus network is depicted in Fig. 1.

On the left, there is an Internet connection to Cisco WS-C4500X-32. This
device routes packets to different campus network segments, i.e. faculties, admin-
istration, management (on the top) and dormitories (on the right).
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Then, Cisco WS-C3750E-24TD-S and Cisco WS-C3750E-24TD devices per-
form the distribution function in the part of the network under study.

Traffic was studied at the 1 Gbps bottleneck link depicted in the middle of
Fig. 1, bound to the dormitory network on the right. The measured packet losses
occurred at the buffer of output port 2 of the Cisco WS-C3750E-24TD-S device.

In order to capture, anonymize, store and analyze traffic, three high-
performance servers, HP Enterprise ProLiant DL380 Gen9, were used (on the
bottom of Fig. 1).

The servers were equipped with the DPDK network cards (Data Plane Devel-
opment Kit), which together with the DPDK-dump application [27], enabled
very efficient capturing of traffic, for further analysis.

To store the captured data in the servers, the well-known SQLite database
was chosen. The data was stored in 3 separate files: source packets, destination
packets and combined packets. The last one was used to compute the loss char-
acteristics, i.e. the loss ratio and the burst ratio. Each database maintained a
table with all integer fields: timestamps, IP source and destination addresses, IP
IDs, IP lengths, IP protocol numbers, Layer 4 source and destination ports and
sequence and acknowledgement numbers of TCP segments.

In order to take care of users’ privacy, three data anonymizing mechanisms
were used when collecting network traffic: Tepmkpub [28] for anonymization of
packet headers in trace files, Tcpdpriv [29] for eliminating confidential informa-
tion from packets and Crypto-PAn [30-32] for anonymizing IP addresses in their
traces in a prefix-preserving manner.

3.2 Course of the Experiment

Internet traffic bound to dormitory network was obtained on Cisco WS-C4500X-
32 device on port 1. Then it was routed to port 1 of WS-C3750E-24TD-S device.
In this device, it was duplicated using SPAN function to port 24, and from that
port forwarded to the second server in Fig. 1.

At the same time, original traffic from port 1 of WS-C3750E-24TD-S was
routed to output port 2, and through the 1Gbps link passed to input port 3 of
WS-C3750E-25TD device. On that device, arriving traffic was duplicated again
using SPAN to port 24, and then forwarded to the third server. At the same time,
original traffic from port 3 of WS-C3750E-25TD was routed to destinations in
the dormitory network through the output port 2.

Therefore, the second server collected traffic before losses could occur at the
buffer of the bottleneck link, while the third server collected traffic thinned by
these losses.

Pre-processed, anonymized traces from servers 2 and 3 were then copied
to the first server, where source and destination packets were combined, what
enabled calculations of all interesting characteristics, including the loss and burst
ratio.

The buffer size of the interface of interest, i.e. port 2 of WS-C3750E-24TD-S
device, was set to 100 packets.
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The experiment was carried out in one day in the middle of the week (Tues-
day), from 6:30 to 23:30. During this period, at different times of the day, 18
traces were collected, each containing one milion of packets.

4 Results

4.1 Traffic Characteristics

Two basic characteristics of collected traffic in time are depicted in Figs.2 and
3. They are the link load, p, and the packet loss ratio, L, respectively. As can be
seen, the load was small in the morning, 5% at 6:30, then it was growing until
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Table 1. TOP 5 ports in TCP connections.

Time || Portl | % Port2 | % Port3 | % Sizd | % Ports | %
6:30 || 443 52.32 || 80 12.91|] 1185 |1.21 | 8000 |0.51 993 | 0.10
7:10 || 443 58.31 || 80 19.39 || 8000 [0.24 || 9212 |0.12 /46792 |0.04
9:00 || 443 55.00 || 80 12.43 || 50536 |0.47 | 8081 |0.43 | 1935 |0.24

10:00 || 443 61.74 || 80 17.16 440 | 1.01|] 8080 |0.10| 8000 | 0.06

11:00 || 443 37.23 || 80 19.56 440 |1.40 282 | 0.55 || 18331 | 0.07

12:00 || 443 52.27 || 80 17.66 440 |0.67|] 8081 |0.29| 1935 |0.13

13:00 || 443 54.02 || 80 12.33| 1935 | 1.44 440 |0.41 || 8000 |0.07

15:00 || 443 43.05 || 80 26.70 440 | 0.58 || 1935 | 0.26 282 1 0.11

16:00 || 443 38.41 || 80 18.18 440 | 0.21 282 1 0.15|| 1935 |0.07

20:15 || 443 43.01 || 80 20.49 440 |0.17 |/ 20108 |0.14 || 1935 |0.11

20:30 || 443 37.32 | 80 29.02 || 8080 |0.69 | 18073 |0.11|] 8999 |0.10

21:10 || 443 38.97 || 80 19.06 || 53238 | 0.66 || 1935 |0.14 440 | 0.14

21:30 || 443 45.76 || 80 18.61 || 53238 |2.36 || 8777 |0.13|| 8080 |0.10

21:40 || 443 42.29 || 80 18.06 || 9992 |4.12 | 1935 |0.17 || 8999 |0.10

22:00 || 443 42.79 || 80 21.89 | 6905 |0.24| 6906 |0.22 | 6907 |0.21

22:10 || 443 45.12 || 80 19.64 81 [0.25| 1935 |0.25| 8777 |0.11

22:30 || 443 31.32 | 80 29.06 || 1935 | 0.12| 8080 |0.09| 8777 |0.09

23:20 || 443 31.74 || 80 31.65 81 [0.39|| 8080 |0.30 440 | 0.17

20:00, when it reached about 90%, and then it remained high until the end of
the experiment. Similarly, the loss ratio varied from a very small 0.0025% in the
morning, up to high 18.9% at 22:30 in the evening. Such characteristics were to
be expected - they follow the typical human activity pattern.

In Tables1 and 2, the five mostly used ports are presented for TCP and
UDP transmissions. The largest volume of traffic was generated between the
Web browsers and servers, using encrypted (port 443) or plain-text (port 80)
communication.

There were also their backup or non-standard versions (port 8080) and the
onion routing service for anonymous communication (port 81). The Web brows-
ing would not be possible without the Domain Name System queries (port 53).
A group of ports was devoted to direct multimedia transmissions, namely ports
8081, 8777, 8999 — for Apple’s Web Service and iTunes streams, port 440 — SGP
protocol used in VoIP transmissions, port 1071 — BSQUARE-VoIP, port 5100
— for Mac OS X camera and scanner sharing. Other part of traffic consisted of
connections to databases/databases management systems (ports 8000 and 9212)
and filesystem access (ports 50536 and 53238 — Apple’s Xsan filesystem access).
There were also games involved (port 1119 — Battle.net chat/game protocol) and
usage of Adobe Flash or similar application with Real Time Messaging Proto-
col, on port 1935. A part of the throughput was used for downloading files with
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Table 2. TOP 5 ports in UDP flows.

Time || Portl | % Port2 | % Port3 | % Sizd | % Ports | %
6:30 || 443 31.76 || 55743 | 0.23 | 24874 | 0.17| 5100 | 0.14 53 10.05
7:10 || 443 20.82 || 24874 | 0.39 || 55743 | 0.10| 5100 |0.07| 1119 |0.07
9:00 || 443 28.86 || 22203 | 1.40 || 6881 |0.18 | 27050 |0.12 | 27053 | 0.09

10:00 || 443 17.99 | 22203 | 0.96 || 6881 |0.33 27005 | 0.09 || 52437 | 0.05

11:00 || 443 24.32 || 47692 | 1.86 || 20588 | 1.16 || 22535 | 1.01 || 61266 | 0.97

12:00 || 443 26.72 |/ 16617 | 0.35 | 6881 |0.32| 22203 | 0.21 | 24934 | 0.19

13:00 || 443 28.75 1116617 | 0.30 | 50667 | 0.21 | 6881 |0.21 | 24934 | 0.20

15:00 || 443 27.64 || 11088 | 0.87 || 10001 | 0.03 | 1071 |0.03| 1119 |0.03

16:00 || 443 42.10 || 5749 | 0.15] 24874 |0.04 || 26507 | 0.03 || 26523 | 0.03

20:15 || 443 30.01 1 8999 | 0.92 17501 |0.51 53139 |0.29 || 11088 |0.25

20:30 || 443 29.67 || 17501 | 0.51 || 8999 |0.40 || 30808 | 0.27 | 25231 | 0.09

21:10 || 443 37.51 || 8999 |0.46 | 25231 | 0.31| 51193 | 0.20 || 16394 | 0.12

21:30 || 443 29.53 || 8999 | 0.48 |/ 25231 | 0.33 | 51193 |0.24 |, 16394 | 0.16

21:40 || 443 32.39 | 8999 | 0.33 52909 |0.30 51193 |0.16 || 51896 |0.08

22:00 || 443 31.17 || 8999 |0.23 25231 |0.17| 6881 |0.13| 51193 |0.09

22:10 || 443 30.08 || 8999 | 0.43 |/ 25231 | 0.26 || 51193 | 0.11 | 51413 | 0.10

22:30 || 443 35.74 | 8999 | 0.14 |/ 56143 |0.14 || 51896 | 0.08 || 25231 | 0.08

23:20 || 443 32.28 || 12345 | 1.11 | 16393 | 0.14 || 23952 | 0.09 || 33480 | 0.09

BitTorrent applications (ports 6881, 6905, 6906, 6907). Finally, a fraction of
traffic consisted of email transfers (port 993).

In Table 3, the distribution of the packet size in every collected trace is shown.
As can be observed, large packets (over 1400 bytes) predominated at every time
of the day — their share was always above 50%. The second important group
consisted of packets in range 1201-1400 bytes, while the third — of small packets,
up to 200 bytes. It is worth noticing, that the size distribution varied significantly
during the day. For instance, the fraction of small packets (<200 bytes) varied
from 17% at 6:30 to 6% at 18:00. The fraction of large packets (>1400 bytes)
varied from 72% at 10:00 to 50% at 21:10.

During the measurements, a surprisingly high percentage of UDP traffic was
observed, from 20% up to 43%, at different times of the day. One possible expla-
nation of this phenomenon is that a part of UDP traffic might have been in
fact HT'TPS traffic on port 443. This is possible when replacing multiple TCP
connections with one multiplexed UDP flow by means of QUIC protocol.

4.2 Measured Burst Ratio

The final results of measurements are shown in Table 4. The burst ratio, B, and

the average length of the series of losses (G) are given for every collected trace.
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Table 3. Distributions of the packet size [%]. Packet sizes are grouped in ranges: 0-200
bytes, 201-400 bytes, 401-600 bytes, etc.

Time | 0-200 | 201-400 | 401-600 | 601-800 | 801-1000 | 1001-1200 | 12011400 | 1401-1600
06:30/16.65 | 1.48 0.49 0.37 0.41 0.30 27.63 52.67
07:10/16.01 |1.26 0.52 0.32 0.37 0.27 21.32 59.94
09:00/12.06 |1.02 1.24 0.38 0.48 0.37 27.32 57.13
10:00| 7.94 |1.14 0.58 0.28 0.30 0.25 17.50 72.01
11:00| 8.70 |1.25 1.02 0.36 0.39 0.30 23.22 64.75
12:00| 8.94 |1.59 1.04 0.60 0.63 0.47 25.17 61.55
13:00|16.82 |1.62 0.91 0.50 0.60 0.53 26.27 52.75
15:00| 6.88 |1.00 0.77 0.28 0.34 0.23 27.13 63.36
16:00| 6.46 |0.97 0.77 0.33 0.42 0.27 40.68 50.11
20:15/10.20 | 1.56 0.72 0.66 0.60 0.43 28.63 57.20
20:30| 9.38 |1.51 0.79 0.47 0.46 0.58 28.37 58.43
21:10/10.10 |1.63 1.24 0.55 0.57 0.56 34.90 50.45
21:30/12.55 |1.67 0.92 0.57 0.56 0.52 27.10 56.11
21:40/11.17 | 1.81 1.01 0.55 0.51 0.41 30.04 54.51
22:00/10.48 |1.57 0.94 0.46 0.47 0.46 30.83 54.78
22:10(11.92 |1.67 1.49 0.59 0.57 0.46 28.32 54.98
22:30/10.35 | 1.44 0.98 0.46 0.48 0.58 33.52 52.19
23:20| 9.99 |1.24 1.07 0.52 0.48 0.40 30.68 55.62

They are accompanied by the corresponding link load and loss ratio. Addition-
ally, the burst ratio evolution in time is depicted in Fig. 4.

Firstly, the fact that the burst ratio is always significantly greater than 1 can
be observed. This means that the losses in real IP traffic do have tendency to
group together.

This result is consistent with the previous theoretical results of [12], based
on a queueing model, and the results of [4], obtained via artificially generated
traffic.

It is important to note, that greater than 1 values of B were observed for
a wide variety of loss ratios, from 0.0025% to 18.9% and for a wide variety of
loads, from 5% to 93%.

It is rather hard to single out one traffic parameter, which has the greatest
influence on B. At the first look at Table4, it seems that B grows with p. But
this is not really the truth — almost the same B was obtained at 9:00 and 22:30,
but the load was very different at those times: 27% versus 93%. The loss ratio is
also not a good candidate - almost the same B was obtained for very different
values of L: 0.3% and 18.9%.

These results are also consistent with Theorem 1 of the next section, in which
the dependence of B on p and L is weak. From the same theorem it follows that
the burst ratio depends strongly on the distribution of the service time (here the
packet size), which in our experiment varied significantly in time (see Table 3).



Table 4. The measured burst ratio versus time, the link load and the loss ratio.
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From the measurements it follows also that B may depend on other char-
acteristics of IP traffic. For instance, at 22:00, a smaller B than at other times
with similar L and p were observed. A the same time, an increase in BitTorrent
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application usage (ports 6905, 6906, 6907) was noticed. On the other hand, dur-
ing the measurement at 21:10, a high B was observed. At this time, plenty of
filesystem accesses (on port 53238) were performed by end users. At 9:30 and
22:10, traffic on port 443 was consuming a large fraction of the total bandwidth
and B assumed very high values. It is likely that usage of these and other spe-
cific applications has an impact on the traffic autocorrelation and the packet size
distribution, which on the other hand influence the burst ratio.

5 Comparison with the Theoretical Burst Ratio

It is intuitively clear, that the simple drop-tail buffering mechanism, used com-
monly in networking devices, can cause clustering of packet losses. Namely, when
the buffer for packets is full, a few newly arriving packets may be lost in a
row, before some space in the buffer becomes available again. This effect can
be described precisely using a solution of the queueing model of the buffering
mechanism in a device.

Herein, the model of the queue with general distribution of the service time,
given by distribution function F'(t), finite buffer of size N and Poisson arrivals of
rate A, is used. The greatest advantage of this model is that it enables calculations
for an arbitrary service time distribution (the packet size distribution), which
has a deep impact on the value of B. Therefore, using this model the burst ratios
for all packet size distributions given in Table 3 can be computed. Obviously, all
the loads from Table4 can be incorporated as well. In [12], the following two
theorems on the burst ratio in the considered model were proven. (They were
obtained using the potential method, used previously in analysis of the loss
ratio and other loss characteristics of queueing systems, see e.g. [22,33]). The
first theorem enables calculation of the exact value of B as a function of the
parameters of the queueing model.

Theorem 1. In the queueing system with the general service time distribution
the burst ratio equals:

B= Siso TS0, 5)
1—=gO)](T+pd k=0 ™) 1=

where

o(l) = Zi\;l By _kOp41 — Zi\;l Ry 1 kapyi

chv:o Ry_rag — iv:—o1 Ry_1-pag
1
RO = 07 Rl - (7)
Qg
k
Riy1 = Ri(Ri — ZaiHRk—z), k=1,2,..., (8)
i=0
1
T0_17 T1_7_17 (9)
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Here p denotes the load of the queueing system, i.e.:

p= A/Ooo tAF (1), (12)

The second theorem enables calculation of the limiting value of B, as the buffer
size grows to infinity. As the convergence is rather quick, it can be also used to
obtain approximate values of B, even for relatively small buffer sizes.

Theorem 2. In the queueing system with the general service time distribution
the limiting burst ratio equals:

) B mm{l p N
Jim B(N) = Z Ih(l (13)
where
h(l) = Hlf()\ Azg) — e Zmoaj, (14)
fo= [ eare), (15)

and g is a positive and not equal to 1 solution of the equation
fOA =) == (16)

In the third column of Table 5, the theoretical burst ratios are presented,
computed for N = 100, p values as in Table4 and the packet size distributions
as in Table3. They were obtained using Theorem 1, but they could have been
obtained as well from Theorem 2 (for N = 100, Theorem 2 gives results very close
to Theorem 1). For comparison, in the second column of Table 5, the measured
values of the burst ratio are recalled. Finally, in the last column of Table 5, the
relative error is calculated as a percentage of the measured burst ratio.

As can be seen, after 15:00, when the load is high, the theoretical burst ratio
agrees very well with its measured counterpart — the relative error is around a
few percent. The results for earlier traces, when the load is low or moderate, are
worse — the relative error is in the range of 11-22%. This error is most likely
caused by the much more complicated statistical structure of real IP traffic,
compared with the Poisson traffic in the model. Apparently, this difference is
not very important, when the load is high, but gets the more important, the
lower the load is.
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Table 5. Measured burst ratio, By, theoretical burst ratio, B, and the relative error.

Time | B, By Error, %
06:30 | 1.20921 | 1.01191 | 16.3%
07:10 | 1.20730 | 1.02895 | 14.7%
09:00 | 1.30703 | 1.08371 | 17.0%
10:00 | 1.35944 | 1.13116 | 16.7%
11:00 | 1.39377 | 1.16085 | 16.7%
12:00 | 1.42879 | 1.14167 | 20.1%
13:00 | 1.45921 | 1.13955 | 21.9%
15:00 | 1.45278 | 1.28959 | 11.2%
16:00 | 1.40408 | 1.33042 | 5.2%
20:15 | 1.41358 | 1.36465 | 3.4%
20:30 | 1.37945 |1 1.36449 | 1.0%
21:10 | 1.40915 | 1.36529 | 3.1%
21:30 | 1.45796 | 1.36938 | 6.0%
21:40 | 1.40063 | 1.37616 | 1.7%
22:00 | 1.36304 | 1.37827 | 1.1%
22:10 | 1.42314 | 1.37968 | 3.0%
22:30 | 1.30864 | 1.37855 | 5.3%
23:20 | 1.32084 | 1.37601 | 4.1%

It is also worth noticing, that the theoretical value of B is typically smaller
than its measured counterpart. Therefore, it can be used as a lower bound for
the real value.

As discussed before, a higher usage of some specific applications may influence
the traffic autocorrelation and, eventually, B. Therefore, to further decrease the
error of the queueing model, it might be necessary to incorporate the traffic
autocorrelation into the model.

This supposition can be further strengthened by studying the autocorrelation
function. In Fig. 5, the autocorrelation function of packet interarrival times is
presented for the trace collected at 15:00. (Similar results were obtained for other
times). As can be seen in the figure, the autocorrelation function decreases very
slowly, and is still non-negligible for the lag of 10%. Its is well known, that such
a long-range autocorrelation of the arrival process may significantly influence
the queueing performance. This constitutes, of course, a strong motivation for
deriving the burst ratio in models with more complicated traffic, incorporating
the autocorrelation of interarrival times.



Measuring and Analyzing the Burst Ratio in IP Traffic 99

Series times

010
|

ACF

Fig. 5. Autocorrelation function of interarrival times for the trace collected at 15:00.

6 Conclusions and Future Work

In this paper, the results of measurements of the burst ratio, a parameter express-
ing the tendency of packet losses to occur in series, rather than as separate
objects, were presented. Among other things, the study was motivated by the
fact that clustering of packets losses is especially bad for multimedia transmis-
sions. The measurements were conducted in real IP traffic, in an operational
network.

Firstly, the obtained burst ratio was significantly higher than 1 in all mea-
surements. This means that losses in real IP traffic do have tendency to group
together. This observation is consistent with the previous results obtained in a
queueing model and in a networking lab, on artificially generated traffic.

Secondly, the measurements showed that the dependence of the burst ratio
on the load and the loss ratio is small. On the other hand, they demonstrated the
possible dependence of the burst ratio on other traffic characteristics, including
the application usage and the resulting traffic autocorrelation.

Thirdly, when comparing the measured burst ratio with its theoretical coun-
terpart computed for the queueing model with Poisson arrivals, a relatively high
accuracy of the model was observed for high load values. For a low or moderate
load, the relative error was higher, with the maximum of 22%. As observed, the
theoretical value of B for the Poisson traffic model is typically smaller than its
real counterpart, thus it can be used as a lower bound of the real value.

To decrease further the discrepancy between the queueing model and mea-
surements, the autocorrelation of the interarrival times can be incorporated into
the model, e.g. using MMPP [34] or BMAP [35,36] processes.
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