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Abstract. Ciphertext-Policy Attribute-Based Encryption (CP-ABE) is
a well-received cryptographic primitive to securely share personal health
records (PHRs) in mobile healthcare (mHealth). Nevertheless, traditional
CP-ABE can not be directly deployed in mHealth. First, the attribute
universe scale is bounded to the system security parameter and lack of
scalability. Second, the sensitive data is encrypted, but the access policy
is in the plaintext form. Last but not least, it is difficult to catch the
malicious user who intentionally leaks his access privilege since that the
same attributes mean the same access privilege. In this paper, we pro-
pose HTAC, a fine-grained access control scheme with partially hidden
policy and white-box traceability. In HTAC, the system attribute uni-
verse is larger universe without any redundant restriction. Each attribute
is described by an attribute name and an attribute value. The attribute
value is embedded in the PHR ciphertext and the plaintext attribute
name is clear in the access policy. Moreover, the malicious user who
illegally leaks his (partial or modified) private key could be precisely
traced. The security analysis and performance comparison demonstrate
that HTAC is secure and practical for mHealth applications.

Keywords: CP-ABE · Partially hidden policy · Traceability · Large
universe · Adaptive security

1 Introduction

Mobile Healthcare (mHealth) provides remote, on-demand, accurate health ser-
vice for patients. Unlike traditional medical service, mHealth enables a patient
to collect his comprehensively physical information by various wearable sensors,
integrate it into the personal health record (PHR) via smart devices, and share
his PHR to request health services over cloud platform. Despite its convenience,
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mHealth service raises high security risks. The PHR contains a vast amount of
private and sensitive information, including glycemic index, infectious disease,
genetic history, etc. The patient expects his PHR can only be read by authorized
entities. However, when the PHR data is stored on the cloud server, which may
lack of effective security mechanism. Even worse, the cloud server may sell the
PHR files for benefit. In such situation, the unauthorized access is unavoidable.

As a promising technique, Attribute-based encryption (ABE) [19] was
designed to provide data confidentiality and fine-grained access control. Due
to the fact that the ciphertext is computed from an access policy, Ciphertext-
Policy ABE (CP-ABE) [2,5,22] is more suitable for the PHR owner to set the
access policy for his PHR data. Although there are various ABE schemes pro-
posed for policy expressiveness [20,23], multiple authorities [4,9,21], attribute
revocation [10,24] and adaptively security [7,11], it is still worth considering the
concerns of large universe, policy hiding and traceability.

Large Universe. In terms of the scale of attribute universe, ABE can be divided
into two types: small universe and the large one. In the former ABE, the
attributes should be stated in the initialization phase and the size of public
parameters is usually linear with the scale of attribute universe which is poly-
nomially bounded. If the bound is set to be too small, the system might be
rebuilt as the amount of attributes exceeds such bound. If the bound is set to
be too large, it will cause redundant performance. On the contrary, the scale of
attribute universe in large universe schemes can be exponentially large. In addi-
tion, the size of public parameters is constant. Lewko et al. [8] and Rouselakis
et al. [18] proposed a large universe ABE scheme on the composite and prime
order groups, respectively. In [13], Ning et al. proposed an efficient large universe
ABE scheme with verifiable outsourced decryption.

Policy Hiding. In traditional ABE schemes, the access policy is sent along with
the ciphertext in the plaintext form. That is, any user who gets the ciphertext
can obtain the access policy even if he is not authorized. Suppose that a patient
defines the access policy (‘Diabetes Mellitus’ AND ‘Doctor’), then anyone can
learn the policy and infer that the patient is suffering from diabetes mellitus.
The patient’s privacy is entirely violated. Takashi et al. [15] addressed this issue
and presented the first hidden policy CP-ABE scheme, where the access policy
was not directly sent along with the ciphertext. Lai et al. [6] introduced an
adaptively secure and partially hidden CP-ABE scheme, where each attribute
is denoted by an attribute name and an attribute value. In [6], only the access
policy with attribute names is sent along with the ciphertext, while the attribute
values are embedded in the ciphertext. Compared with fully-hidden policy ABE
schemes, the partially-hidden schemes can achieve a tradeoff between efficiency
and fully-hidden policies. In [26], Zhang et al. also constructed a partially-hidden
access control scheme with large universe in smart health.

Traceability. If a user abuses or leaks his private key for benefit, such malicious
user must be catched to enhance the data confidentiality. However, in CP-ABE,
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the user’s private key is described by his attributes and multiple users may have
the same attributes. It is difficult to identify who leaks his private key. To solve
this issue, Liu et al. [12] constructed a traceable CP-ABE scheme with adaptive
security and expressive access policy. Li et al. [17] presented a traceable and
large universe CP-ABE scheme with efficient user decryption in eHealth cloud.

In this paper, we simultaneously addressed the above three main properties
and proposed HTAC, a traceable access control scheme with partially-hidden
access policy in mHealth. The PHR owner can define any monotonic access
policies himself. In summary, our contributions are as follows:

1. Large Universe. There is no extra bound on the attribute universe and the
size of system public parameter is constant.

2. Policy Hiding. Only the access policy with generic attribute names is trans-
mitted along with the ciphertext. The sensitive attribute values are embedded
in the ciphertext and unknowable to any unauthorized users.

3. Traceability. The source of the illegally leaked key could be precisely traced.
The private PHR is protected from being abused and exposed to unauthorized
access.

4. Adaptive Security and Efficiency. We construct HTAC on composite order
groups and prove the adaptive security in the standard model. The perfor-
mance analysis show that HTAC is almost as efficient as the underline scheme
[26].

2 Preliminaries

2.1 Linear Secret Sharing Schemes (LSSS)

Definition 1 (LSSS [1]). Let U denote the system attribute universe: U =
(At1, At2, . . . , Atn), where each attribute x is composed of two parts: the attribute
name Atx and multiple attribute values. VUx = {jx,1, jx,2, . . . , jx,nx

} refers to
the set of all possible values of attribute x.

A ∈ Z
�×n
p is a share-generating matrix and ρ is a function which maps the

i − th row of A to an attribute name Atx ∈ U . An LSSS is composed of two
following algorithms:

– Secret Share: It takes in a secret value s ∈ Zp and A. It computes the
secret share λx = Ax · v for each row Ax of A, where v = (s, y2, ..., yn)T and
y2, ..., yn are randomly chosen from Zp.

– Secret Reconstruction: It takes in the secret shares {λx} and any autho-
rized set P. It sets I = {i|ρ(i) ∈ P} ⊆ {1, 2, ..., �} and calculates the coeffi-
cients {ωi ∈ Zp}i∈I such that

∑
i∈I ωiAi = (1, 0, ..., 0). Then the secret s is

reconstructed by s =
∑

i∈I ωiλi.

Similar as [7,25,26], the LSSS matrices in our scheme is constructed over
ZN , where N is a product of multiple primes. In HTAC, the user’s attribute set
is denoted by S = (NAMS ,VUS), where NAMS � ZN is the attribute name
index and VUS = {jx,i}x∈NAMS

is the attribute value set.
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In the employed access structure A = (A, ρ, T ), T = (tρ(1), tρ(2), . . . , tρ(�))
refers to the set of attribute value for each row of A. S satisfies A means that
there exists I ⊆ {1, 2, . . . , �} satisfying (A, ρ), {ρ(i)|i ∈ I} ⊆ NAMS and
jρ(i) = tρ(i)∀i ∈ I.

2.2 Composite Order Bilinear Group

A group generator G takes in a security parameter λ and outputs the terms
(G, G1, p1, p2, p3, p4, e), where p1, p2, p3 and p4 are 4 different primes, the order
of cyclic groups G and G1 is N = p1p2p3p4, and e : G × G → G1 is a bilinear
map with such properties:

1. Bilinearity: ∀�,� ∈ G and a, b ∈ ZN , we have e(�a,�b) = e(�,�)ab.
2. Non-degeneracy: ∃� ∈ G such that the order of e(�, �) is N .

Denote Gpx
as the subgroup of order px in G. If �x ∈ Gpx

and �y ∈ Gpy
, for

x �= y, we have e(�x, �y) = 1.

2.3 Complexity Assumptions

GD represents the terms (G, G1, N = p1p2p3p4, e) generated by a group genera-
tor G.

Assumption 1. Given G and the following distribution:

g
R←− Gp1 , P3

R←− Gp3 , P4
R←− Gp4 ,

Φ = (GD, g, P3, P4), ∂1
R←− Gp1 × Gp2 , ∂2

R←− Gp1 .

The algorithm A’s advantage in breaking this assumption is Adv1G,A(λ)
= |Pr[A(Φ, ∂1) = 1] − Pr[A(Φ, ∂2) = 1]|.

Definition 2. G satisfies Assumption 1 if Adv1G,A(λ) is negligible for any prob-
abilistic polynomial time (PPT) algorithm A.

Assumption 2. Given G and the following distribution:

g, P1
R←− Gp1 , P2, Q2

R←− Gp2 , P3, Q3
R←− Gp3 , P4

R←− Gp4 ,

Φ = (GD, g, P1P2, Q2Q3, P3, P4),

∂1
R←− Gp1 × Gp2 × Gp3 , ∂2

R←− Gp1 × Gp3 .

The algorithm A’s advantage in breaking this assumption is Adv2G,A(λ) =
|Pr[A(Φ, ∂1) = 1] − Pr[A(Φ, ∂2) = 1]|.

Definition 3. G satisfies Assumption 2 if Adv2G,A(λ) is negligible for any PPT
algorithm A.
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Assumption 3. Given G and the following distribution:

g
R←− Gp1 , g2, P2, Q2

R←− Gp2 , P3
R←− Gp3 , P4

R←− Gp4 ,

Φ = (GD, g, g2, g
αP2, g

sQ2, P3, P4),

∂1 = ê(g, g)αs, ∂2
R←− G1.

The algorithm A’s advantage in breaking this assumption is Adv3G,A(λ) =
|Pr[A(Φ, ∂1) = 1] − Pr[A(Φ, ∂2) = 1]|.

Definition 4. G satisfies Assumption 3 if Adv3G,A(λ) is negligible for any PPT
algorithm A.

Assumption 4. Given G and the following distribution:

g, h
R←− Gp1 , g2, P2, A2, B2,D2

R←− Gp2 , t
′, r′ R←− ZN

P3
R←− Gp3 , P4, Z,A4,D4

R←− Gp4 ,

Φ = (GD, g, g2, g
t′
B2, h

t′
Q2, P3, P4, hZ, gr′

D2D4),

∂1 = hr′
A2A4, ∂2

R←− Gp1 × Gp2 × Gp4 .

The algorithm A’s advantage in breaking this assumption is Adv4G,A(λ) =
|Pr[A(Φ, ∂1) = 1] − Pr[A(Φ, ∂2) = 1]|.

Definition 5. G satisfies Assumption 4 if Adv4G,A(λ) is negligible any PPT
algorithm A.

Fig. 1. System architecture of HTAC
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3 System Model and Security Goals

3.1 System Model

As depicted in Fig. 1, the system architecture of HTAC consists of 5 types of
entities: (1) Attribute Authority (AA), (2) Cloud Service Provider (CSP), (3)
PHR Owner (PO), (4) PHR User (PU), (5) Trace Center (TC).

– AA governs the attribute universe, sets the public parameters and grants the
private keys for PU according to his attributes.

– CSP stores the encrypted PHRs along with the corresponding hidden access
structures. It can also delete the PHRs if necessary.

– PO integrates his own PHRs via smart devices and some wearable or
implantable sensors. PO can define appropriate access structures to encrypt
his PHRs before outsourcing it to CSP.

– PU is a PHR user who needs to access the encrypted PHRs to offer health
care service, such as a physician. Every PU possesses some attributes and
the corresponding private keys. A PU can successfully recover the encrypted
PHR only if his attribute set matches the attached hidden access policy.

– TC is responsible for tracing the malicious PU who leaks his private key for
some illegal purpose.

3.2 Security Goals

In HTAC, AA and TC are trustworthy. CSP is assumed to be honest-but-curious
as in [24]. That is, it honestly executes the specified procedures but tries to gain
secret information from encrypted PHRs. The adversary could be a malicious
PU or a group of multiple PUs and CSP. Moreover, the adversary also aims to
learn the attribute values of the hidden access policies from encrypted PHRs.

Concretely, we mostly focus on the security requirements as follows.

– PHR Confidentiality. The PHRs contains sensitive information and should
be kept secrecy from any unauthorized user.

– Collusion-Resistance. Various malicious PUs and CSP may collude to recover
the PHR ciphertext that none of them is authorized to access. HTAC should
resist such collusion attacks.

– Attribute Privacy. In an access policy, the concrete attribute value is sensitive
and should be hidden to preserve the attribute privacy.

4 Framework Definition and Security Models

4.1 Framework Definition

HTAC consists of the following five algorithms.

– Setup(κ,U) → (PP,MSK): By taking in a security parameter κ and the system
attribute universe description U , this algorithm returns the system public
parameter PP and the master key MSK. Additionally, it initializes an identity
table IT = ∅.
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– KeyGen(PP,MSK, id,S) → SKid,S : This algorithm takes in PP, MSK, an iden-
tity id, and a set of attributes S. It then returns a private key SKid,S .

– Encrypt(PP, A,M) → CTA: This algorithm takes in PP, an access structure
A = (A, ρ, T ), a plaintext message M . It then returns a ciphertext CTA.

– Decrypt(PP,CTA,SKid,S) → M or ⊥: This algorithm takes in PP, CTA and
SKid,S . It returns M only if S matches A. Otherwise, it returns ⊥. Concretely,
the decryption algorithm contains two subroutines, Matching Test and Final
Decryption. If S does not match A, Matching Test outputs ⊥ to terminate the
decryption process. Otherwise, it invokes the Final Decryption to return M .

– Trace(PP,SKid,S , IT ) → id or 
. Given PP , SKid,S and IT . This algorithm
first checks whether SKid,S is well-formed. If so, it returns the id associated
with SKid,S . Otherwise, it returns 
 to claim that SKid,S is not required to
be traced. SKid,S is called well-formed if it can pass a ‘key sanity check’ [12].

4.2 CPA Security Model

The security model is described as a security game between a simulator B and
an adversary A.

– Setup. B runs Setup to create PP and MSK. Only PP is sent to A.
– Phase 1. A can request the private keys of the following attribute sets

(id1,S1), . . ., (idq1 ,Sq1).
– Challenge. A gives B two equal-length messages M0, M1 and two challenge

access structures A1 = (A, ρ, T0), A2 = (A, ρ, T1). B randomly picks β ∈
{0, 1}, computes CTAβ

← Encrypt(PP,Mβ , Aβ) and gives CTAβ
to A.

– Phase 2. A requests the private keys of the following attribute sets
(idq1+1,Sq1+1), . . ., (idq,Sq).

– Guess: A outputs its guess β′ ∈ {0, 1}.

A wins if β′ = β under such restriction that neither A1 nor A2 can be matched
by any queried set in Phase 1 and Phase 2. The advantage of A in the above
game can be defined as

∣
∣Pr[β′ = β ] − 1

2

∣
∣.

Definition 6. HTAC is adaptively secure if none polynomial time adversary can
win the security game with a non-negligible advantage.

4.3 Traceability Model

– Setup. B runs Setup to create PP and MSK. PP is sent to A.
– Key Query. A queries the private keys of the tuples (id1,S1),

(id2,S1), . . . , (idq,Sq) from B.
– Key Forgery. A outputs SK�. A wins if Trace(IT, PP, SK�) �= 


and Trace(IT, PP, SK�) /∈ {id1, id2, ..., idq}. A’s advantage is defined as
Pr[Trace(IT, PP, SK�) �= {
} ∪ {id1, id2, ..., idq}].

Definition 7. HTAC is fully traceable if all PPT attackers have at most negli-
gible advantage in the above game.
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5 Our Construction

5.1 Initialization

AA generates the system parameters by running the Setup algorithm.

– Setup: Firstly, AA runs the group generator G by taking in the system security
parameter κ and obtain GD = (G, G1, N = p1p2p3p4, e). Secondly, AA sets
ZN as the system attribute universe and randomly picks α, a, b ∈ ZN , g, ϑ ∈
Gp1 , X3 ∈ Gp3 , X4, Υ ∈ Gp4 and calculates Y = e(g, g)α, H = ϑΥ . Finally,
PP = (g, ga, gb,H, Y,X4, N) is published and MSK = (ϑ, Υ, α) is kept as
secret.

It also initializes the table IT to be empty.

5.2 PU Authorization

When a PU joins in the system, he will be labeled by an id and issued an attribute
set S = (NAMS ,VUS), where NAMS ⊆ ZN and VUS = {si}i∈NAMS

. AA
then generates the private keys for PU by running KeyGen.

– KeyGen: AA randomly picks t ∈ ZN , c ∈ Z
∗
N and R,R′, R′′, Ri ∈ Gp3 for i ∈

NAMS . The private key is set as SKid,S = (S,K,K ′, L, L′, {Ki}i∈NAMS
),

where K = g
α

(b+c) gatR,K ′ = gtR′, L = c, L′ = gbtR′′,Ki = (gsiϑ)(b+c)tRi.

Finally, AA records (id, c) in IT .

5.3 PHR Outsourcing

As in the KEM scheme [13], PO first employs a symmetric encryption scheme
and selects a symmetric key SYK to encrypt his PHRs. Then, PO defines a
hidden access policy A = (A, ρ, T ) and encrypts SYK by running Encrypt. SYK
is imply set as an element in G1.

– Encrypt: PO randomly picks two vectors v, μ ∈ Z
n
N where v = (s, v2, . . . , vn)

and μ = (s1, μ2, . . . , μn). Based on X4, It also randomly chooses
Q,Q1, QΔ,x, Qc,x, Qd,x ∈ Gp4 and rx ∈ ZN for 1 ≤ x ≤ �. It then
set CTA = ((A, ρ), CTT , CTD), where CTT is used for decryption test
and CTD is the real ciphertext of SYK. More specifically, CTT is com-
puted as CTT = (CΔ, CΔ,0, C

′
Δ,0, {CΔ,x}1≤x≤�) and CTD is calculated as

(C,C0, C
′
0, {Cx,Dx}1≤x≤�) where CΔ = Y s1 , CΔ,0 = gs1Q,C ′

Δ,0 = gbs1Q1,
CΔ,x = gaAx·μ(gtρ(x)H)−s1QΔ,x, C = SYK · Y s, C0 = gs, C ′

0 = gbs and
Cx = gaAx·v(gtρ(x)H)−rxQc,x,Dx = grxQd,x.

Finally, PO uploads the PHR ciphertext data and CTA to CSP.
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5.4 PHR Access

If PU owns the appropriate attributes that match the access policy, SYK can be
recovered by the running Decrypt.

– Decrypt: PU first computes IA,ρ, which refers to the set of minimum subsets
of {1, 2, . . . , �} that satisfies (A, ρ). Then PU works as follows.

• Matching Test: This algorithm checks if there exists I ∈ IA,ρ that
satisfies {ρ(i)|i ∈ I} ⊆ NAMS and C−1

Δ = ΛΘΞ, where Λ =

e
(∏

i∈I Cωi
Δ,i, (K

′)LL′), Θ = e
(

CΔ,0,
∏

i∈I K
ωi
ρ(i)

)
, Ξ = e

(
(CΔ,0)LC ′

Δ,0,K
−1

)

and
∑

i∈I ωiAi = (1, 0, . . . , 0) for some coefficients {ωi}i∈I . If no such I
can be found, it returns ⊥ to point out that S does not match A. Other-
wise, it runs Final Decryption by invoking the qualified I and {ωi}i∈I .

• Final Decryption: This algorithm recovers SYK by computing SYK = C/B,
where

B =
e
(
(C0)LC ′

0,K
)

∏
i∈I

(
(e(Ci, (K ′)LL′)e(Di,Kρ(i))

)ωi
.

Finally, PU can use SYK to decrypt the PHR ciphertext.

5.5 Trace

To catch the malicious PU who leaks the key SKid,S in the form of
(S,K,K ′, L, L′, {Ki}i∈NAMS

). TC can runs Trace by taking in SKid,S .

– Trace: TC first calls Key Sanity Check to check if SKid,S is well-formed. If
SKid,S can pass the following checks, it could be called a well-formed key. TC
then searches L in IT : If L can be found, TC returns the corresponding id.
Otherwise, it returns 
.

• Key Sanity Check:
(1) L ∈ ZN , K,K ′, L′,Ki ∈ G;
(2) e(gb,K ′) = e(g, L′) �= 1;
(3) e(gb · gL,K) = e((K ′)L · L′, ga) · e(g, g)α �= 1;
(4) ∃i ∈ S, s.t.e(gsiH, (K ′)L · L′) = e(g,Ki) �= 1.

6 Security Analysis

6.1 CPA Security

For simplicity, we reduce the CPA security of HTAC to that of [26]. In the
following security proof, we denote the scheme [26] and HTAC be

∑
HAC and∑

HTAC , respectively.

Lemma 1.
∑

HAC is adaptively secure if Assumptions 1, 2, 3, and 4 hold.

Proof. For the detailed security proof, please refer to [26].
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Lemma 2.
∑

HTAC is adaptively secure in the security game of Sect. 4.2, if∑
HAC is adaptively secure.

Proof. Suppose there exists a PPT adversary A which can break our scheme∑
HTAC with advantage ADV ∑

HT AC
, then we can build a PPT simulator B

to break the underline
∑

HAC with advantage ADV ∑
HAC

, which is identical to
ADV ∑

HAC
.

Setup. After receiving the public parameters PP∑
HAC

= (g, ga,H, Y,X4, N)
from

∑
HAC , B randomly chooses b ∈ ZN and gives PP∑

HT AC
=

(g, ga, gb,H, Y,X4, N) to A. Besides, B initializes IT = ∅

Phase 1. When A queries the private key of (id,S), B submits S to
∑

HAC and
obtains SKS = (S, K̂, K̂ ′, {K̂i}i∈NAMS

), where K̂ = gαgat̂R, K̂ ′ = gt̂R′, K̂i =
(gsiϑ)t̂Ri. B then randomly picks c ∈ Z

∗
N , R′′ ∈ Gp3 and computes

K = (K̂)
1

b+c = (gαgat̂R)
1

b+c = g
α

(b+c) gatR
1

b+c

K ′ = (K̂ ′)
1

b+c = (gt̂R′)
1

b+c = gtR′ 1
b+c

L′ = (K̂ ′)
b

b+c R′′ = gbtR′ 1
b+c R′′

Ki = K̂i = (gsiϑ)t̂Ri = (gsiϑ)(b+c)tRi

B then gives SKid,S = (S,K,K ′, L = c, L′, {Ki}i∈NAMS
) to A and adds

(id, c) to IT .
Remark that, B implicitly sets t = t̂

b+c in generating SKid,S . Moreover, if
gcd(b + c,N) �= 1 or c has been put into IT , B has to randomly pick a new
c ∈ Z

∗
N and rebuild the private key.

Challenge. A gives B two access structures A1 = (A, ρ, T0), A2 = (A, ρ, T1)
and two messages M0, M1 of equal length. B submits them to

∑
HAC and

gets the corresponding challenge ciphertext CT∑
HAC

= (A∗, ρ), ĈT T =
(ĈΔ, ĈΔ,0, Ĉ

′
Δ,0, {ĈΔ,x}1≤x≤�), ĈTD = (Ĉ, Ĉ0, Ĉ

′
0, {Ĉx, D̂x}1≤x≤�)), where

ĈΔ = Y s1 , ĈΔ,0 = gs1Q, ĈΔ,x = gaAx·μ(gtρ(x)H)−s1QΔ,x, Ĉ = SYK · Y s,

Ĉ0 = gs and Ĉx = gaAx·v(gtρ(x)H)−rxQc,x, D̂x = grxQd,x.

B then sets

CΔ = ĈΔ = Y s1 , CΔ,0 = ĈΔ,0 = gs1Q, CΔ,x = ĈΔ,x = gaAx·μ(gtρ(x)H)−s1QΔ,x,

C = Ĉ = SYK · Y s, C0 = Ĉ0 = gs and Cx = Ĉx = gaAx·v(gtρ(x)H)−rxQc,x,

Dx = D̂x = grxQd,x.

Additionally, B computes C ′
Δ,0 = (ĈΔ,0)b and C ′

0 = (Ĉ0)b.
Finally, B gives CTA∗ = (A, ρ), CTT = (CΔ, CΔ,0, C

′
Δ,0, {CΔ,x}1≤x≤�),

CTD = (C,C0, C
′
0, {Cx,Dx}1≤x≤�)) to A.

Phase 2. Same as in Phase 1.
Guess. A returns its guess β′. B gives β′ to

∑
HAC .

Theorem 1. The proposed HTAC is adaptively secure if Assumptions 1, 2, 3
and 4 hold.

Proof. The theorem follows Lemmas 1 and 2.
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Table 1. Characteristic comparison with related work

Schemes Policy
hidden

Standard
model

Large
universe

Adaptive
security

Expressiveness Group
order

Traceability

[18] × � � × LSSS Prime ×
[14] × � � × LSSS Prime �
[12] × � × � LSSS Composite �
[15] � × × × AND Prime ×
[16] � � × × AND Prime ×
[6] � � × � LSSS Composite ×
[26] � � � � LSSS Composite ×
Ours � � � � LSSS Composite �

Table 2. Parameter length comparison

Scheme Public parameter Private key Ciphertext

[26] 4|G| + 1|G1| (|SK | + 2)|G| (3|SC | + 2)|G| + 2|G1|
Ours 5|G| + 1|G1| (|SK | + 1)|G| + 1|ZN | (3|SC | + 4)|G| + 2|G1|

6.2 Traceability

Theorem 2. If �-SDH assumption [3,12] and Assumption 2 hold, the proposed
scheme is fully traceable provided that q < �.

Proof. We briefly introduce the proof of traceability. The simulator B is given
two independent instances from �-SDH assumption and Assumption 2. Then B
can interact with an adversary A as in [12,14]. If A has non-negligible advan-
tage in the traceability game, then B’s advantage is non-negligible in breaking
Assumption 2 and �-SDH assumption.

6.3 Performance Comparison

Table 1 demonstrates the characteristic comparison between related works [6,12,
14–16,18,26] and ours, including access policy privacy, security model, universe
scale, security level, policy expressiveness, group order and traceability. From
Table 1, we can learn that our HTAC simultaneously achieves policy hidden,
large universe and traceability, while the others can only realize one or two of
them.

Tables 2 and 3 give the numeric performance comparison between our work
and [26]. P represents a bilinear pairing. |SC |, |SK | and |I| represent the number
of attributes associated with CTA, SKid,S and I, respectively. E and E1 refer
to an exponential operation in G and G1, respectively. From Tables 2 and 3, we
learn that the size of PP, SKid,S and CTA is slightly longer than that of [26].
In the phase of encryption, matching test and final decryption, the computation
cost is a little bit more than that in [26]. However, the additional parameters
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Table 3. Computing cost comparison

Scheme Encryption cost Matching cost Final decryption cost

[26] (6|SC | + 2)E + 2E1 2|I|E + 2P |I|E1 + (2|I| + 1)P

Ours (6|SC | + 4)E + 2E1 (2|I| + 2)E + 3P 2E + |I|E1 + (2|I| + 1)P

and incurred computation overhead are employed to support the traceability
of HTAC, regardless of the number of involved attributes. In summary, our
scheme only sacrifices tiny parameter elements and computation cost to realize
traceability in comparison to the scheme [26].

7 Conclusion

We have constructed HTAC which simultaneously supported large universe, par-
tially hidden policy and white-box traceability. The size of the system public
parameters is constant. The PHR owner can define any LSSS access policy and
hide the specific attribute value. None of the unauthorized users can obtain any
sensitive information of attributes from the ciphertext. We proved the adaptive
security in the standard model. To support the property of traceability, only a
few group elements and tiny computation overhead are incurred and have no
concern with the attributes.

Our future work is to alleviate the user decryption overhead by designing
appreciate outsourced technique to offload the heavy matching test and decryp-
tion operations to the cloud.
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