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Abstract. Nowadays, surface electromyography (sEMG) signal plays
an important role in helping physically disabled people during daily life.
The development of electronic information technology has also led to the
emergence of low-cost, multi-channel, wearable sSEMG signal acquisition
devices. Therefore, this paper proposes a new motion recognition model
based on deep learning to improve the accuracy of motion recognition
of sSEMG signals. The model uses architecture including 6 convolutional
layers and 6 pooling layers which enables the Batch Normalization layer
to enhance network performance and prevent overfitting. In the experi-
ment, NinaPro DB5 data set was used for training and testing. The data
set consists of SEMG signal data collected by the double Myo armbands
which contains data of 52 movements for 10 subjects. The results show
that the accuracy of about 90% can be achieved when using 52 sSEMG
signal data from every single subject or all subjects.

Keywords: Surface electromyogram signal - Deep learning -
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1 Introduction

Human muscle is made up of many motor units, and as the muscles move, certain
motion units are activated to produce bioelectrical signals. The superposition of
bioelectrical signals produces myoelectric signal [1], which is reflected by SEMG
signal. sSEMG signal records the muscle activity from the skin surface and reflect
the generation of myoelectric signals. Moreover, sEMG is a non-invasive method
for collecting bioelectrical feedback signal. Therefore, SEMG signal is the critical
technology used in motion recognition, which has been widely used in muscle

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved

X. B. Zhai et al. (Eds.): MLICOM 2019, LNICST 294, pp. 563-572, 2019.
https://doi.org/10.1007/978-3-030-32388-2_48


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32388-2_48&domain=pdf
https://doi.org/10.1007/978-3-030-32388-2_48

564 S. Shen et al.

feedback devices such as prosthetic control [2]. How to perform motion recog-
nition based on the sEMG signal can be considered as a problem of pattern
recognition. The motion recognition based on the sEMG signal is faced with
several challenges and one of the most critical challenges is the original elec-
tromyography signals in each channel are non-stationary, non-linear, random
and unpredictable. To solve the problem, deep learning methods for classifica-
tion are proposed and have better accuracy and effectiveness [1].

Deep learning is a new technology in the area of machine learning. Its moti-
vation is derived from the simulation and establishment of the neural network in
human brain analysis and learning. Now, deep learning is one of the most popular
techniques in image recognition, natural language processing, and speech recog-
nition. At the same time, deep learning is a key technology used for data analysis,
processing, and identification by various research teams. In this paper, a motion
recognition model based on deep learning is proposed. The motion classification
is carried out by the feature extraction of sEMG signals using multi-layer con-
volutional neural network. The model takes into account the valid information
in the sEMG signal, which is usually ignored, and the performance of motion
recognition is improved.

The rest of this paper is organized as follows. Section2 discusses related
research on this topic. Section 3 introduces the sEMG signal data set used in
this experiment and the method of preprocessing the data. A motion recognition
model using deep learning is proposed and the structure of the model is described
in detail. The training and testing of the motion recognition model in Sect. 4
describes the experiment results. Section 5 summarizes the full text.

2 Related Work

Due to the development of non-invasive sEMG detection and machine learning,
many researchers are committed to identifying human motion through sEMG
signals. Many researchers have developed some methods for sEMG signal recog-
nition based on time domain, frequency domain and time-frequency domain. At
the same time, many researchers apply machine learning to sEMG recognition.

Pizzolato et al. [3] compared the six SEMG acquisition methods based on
the NinaPro project and used SVM and Random Forests method to classify the
characteristics of SEMG with a correct rate of 69%. Thakur et al. [4] presented a
method which based on wavelet transform and support vector machine to classify
the movements of human elbows. There are also some methods using feature
extraction and machine learning which achieved good results [5-11]. Cote-Allard
et al. [12] proposed a method with migration learning using convolutional neural
networks to classify SEMG signals reducing the size of the training set required
for model training. A parallel architecture deep convolutional network with five
convolutional layers was proposed in [13], which realized the recognition of 17
kinds of actions, and the correct rate reached 82%. Zhou et al. [14] presented
the method combining AdaBoost algorithm and BP neural network to identify
8 wrist movements and 12 finger movements. The sEMG signal was proposed to
be imaged in [15] and identified using a deep learning method.
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3 Motion Recognition

3.1 Frame

This study focused on sEMG signal data acquired by wearable armbands. Such
devices are often portable and low power consumption. Although the accuracy
is not very high, the cost is much lower than that of professional acquisition
equipments. They are very suitable for people with physical disabilities to con-
trol prostheses. Figure 1 shows the frame of motion recognition using armbands,
including acquisition of SEMG signals, data preprocessing, signal feature
extraction and motion classification.

-
e

(A) SEMG Acquisition Devices (B) Preprocessing (C) Extract Features (D) Classification

Fig. 1. Motion recognition frame

3.2 Data Set

NinaPro [16] is a project in progress to help research myoelectric prostheses in
the hands with open data sets. It now contains seven databases related to the
sEMG signal. The data set used in this paper is NinaPro DB5.

Acquisition Protocol. NinaPro DB5 contains a total of 52 motion data, all
selected from manual taxonomy and manual robot literature. These actions are
divided into three groups, named Basic movement of the finger, Isometric,
isotonic hand configurations and basic wrist movements, Grasping and
functional movements. A schematic representation of the actions from the
NinaPro DB5 data set is shown in Fig.2. During the acquisition of the sSEMG
signal, the subject is required to repeat the action. Each exercise is repeated
for 5s, then the rest is for 3s. The NinaPro DB5 database contains a total of 6
repetitions of 52 different exercises (plus rest) performed by 10 intact subjects.
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(A) Basic movement of the f'mger

(B) Isometric, isotonic hand configurations and basic wrist movements

(C) Grasping and functional movements

Fig. 2. The 52 movements in DB5

Acquisition Setup. The database has SEMG data for 10 subjects. Part (A) in
Fig. 1 shows the acquisition device. Each subject wears two Myo armbands, one
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after the other, including 16 active single differential wireless electrodes while
acquiring the sSEMG signal. The top Myo arm strap is placed close to the elbow
and the first sensor is placed on the tibial joint. The second Myo arm band is
placed behind the first one, close to the hand, tilted 22.5° to provide an extended
uniform muscle mapping. Each Myo armband samples the sSEMG signal at the
rate of 200 Hz.

Preprocessing. The data needs to be pre-processed before training. Because
the data used in this paper is sampled at the frequency of 200 Hz and the sam-
pling time for each action is 5 s, the data length of each channel is aligned to
1000. Firstly, data segmentation is performed according to the data labels in the
DB5 database, and the SEMG signal data of each action is separated. Then, each
channel has a data length greater than 1000 and is intermittently sampled, and
less than 1000 is subjected to cubic interpolation. After the length normalization
is performed, the amplitude of the data is normalized between 0 and 1. We use
Eq. (1) to perform amplitude normalization.

A, = A, +256.0 (1)
512.0

A, is the original data of the sSEMG signal, and A,, is the data after the amplitude
is normalized.
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Fig. 3. Model

3.3 Recognition Model

The sEMG signal processed in this paper has 16 channel and each channel has
1000 data. Therefore, in order to complete the recognition of motion, we repre-
sent them by a matrix of 16 x 1000 and use the convolutional neural network
to extract the features of the SEMG signal in order to complete the recognition
of motion. The sSEMG motion recognition model based on convolutional neural
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network proposed for us in Fig.3. The input layer is 16 x 1000 sEMG signal
data. Six parallel convolutional layer stacking structures are used to extract
the features of the sEMG signal step by step. The high-dimensional features
are then mapped to low dimensions using a 4-layer fully-connected network,
which is then classified by the output layer. The parallel convolutional layer
uses four types of individual convolutions for feature extracting. At the same
time, batch standardization was added after each type of convolution. 1 x 1 and
1 x 3 size one-dimensional convolution kernels are used for feature extraction of
single-channel data which reduces interference between channels and improves
the performance of the model. The output of each layer of parallel convolutional
layers is the Eq. (2).

( = Fpn (tanh(Feony (xV, [1,1])))
Fpx (tanh (Feony (xV, [1, ])))
P (tanh(Feony (Feony (x7, [1,3]), 1, 3]))) 2)
= Fpn (tanh(Feony (Feony (Feonv (x7, [1,3]), [1, 3]), [1,3])))

) = Pool(concaut(y1 ,y; ), yg),yg)), pool_size)
Where yj(),] = {1,2,3,4} is the jth type output of the sample i and
Feonv(z, [m, n]) is the convolution operation of the sample x using the con-
volution kernel of size [m, n]. Tanh is the activation function used by the
convolutional layer. Fpn(z) is a batch normalization operation on sample

x. concat(xy,zs,...) is the operation of connecting to the input samples.

Pool(z, pool_size) is a pooling operation for poolsize size for sample x. y()

is the output of parallel convolutional layer.

The full connection layer adopts the structure of a general multi-layer percep-
tron. Cross-entropy defined in Eq. (3) is used as the loss function of classification,
Where 3(*) represents the probability value that is actually class i, and ¢ indi-
cates that the prediction is a probability value of class i.

Loss = — Z y W 1log 5@ (3)

Table 1 shows specific parameters of each layer about convolutional neural net-
work designed proposed. The number of convolution kernel channels in the same
layer is constant. We expound the number of specific channels of the convolution
kernel in rows 2-7 of the table and the pooling size of each max pooling layer
in row 8-13. The number of neurons about fully connected and output layers
is in the remaining rows. Convolutional layer and the fully connected layer use
tanh as the activation function. The output layer uses softmax as the activation
function.
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Table 1. Parameters of each layer about convolutional neural network proposed.

Name Number | Parameter Activation

Parallel convolutional layer Each convolution kernel channel tanh

0 | ¥~

1

2

3 16
4 32
5 64
6 256
1 Pool size [1, 5] | None
2 1, 5]
3 (1, 2]
4

5

6

1

2

3

4

1

Max Pooling layer

(L, 2]
[1, 2]
(1, 5]
Units 2048 |tanh
1024
512

128

52 Softmax

FC layer

Output layer

Table 2. Test accuracy of the model proposed in the paper.

Subject number | Train set/Test set accuracy Average accuracy
(1,2)(3, 4)/(5,6) | (1, 2)(5, 6)/(3, 4) | (3, 4)(5, 6)/(1, 2)

1 90.38% 93.27% 81.73% 88.64%
2 94.23% 95.19% 84.62% 91.35%
3 97.12% 99.04% 90.38% 95.51%
4 89.42% 93.27% 84.62% 89.10%
5 95.19% 95.19% 81.65% 90.68%
6 90.38% 97.12% 82.69% 90.06%
7 89.40% 93.27% 76.96% 86.54%
8 87.50% 92.31% 77.88% 85.90%
9 93.27% 99.04% 87.51% 93.27%
10 89.42% 93.26% 82.69% 88.46%

All subject 91.06% 93.26% 83.26% 89.45%

4 Simulation

Data of 10 subjects in NinaPro DB5 database is used to train and test the
model designed in this paper. The data of 6 repetitions of each action in the
DB5 database is divided into three groups of (1, 2), (3, 4), and (5, 6). Each test
selects one of them as the test set and the rest as the training set. The average
correct rate of three times is used as the final correct rate. The result of the tests
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on the data of each subject and all subjects is presented in Table 2. The test was
confirmed to be 89.95% + 2.78% on the data of each subject. The accuracy of
testing on all subjects was 89.45%.
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Figure4 shows a plot of accuracy, error, and number of training steps was
tested on the data of all subjects. We conducted a total of 2000 steps on the
network and recorded the error and accuracy of the network on the training set
and test set for each 100 steps. We also used the data of 41 movements in group
B and group C to test the model and compare with the test accuracy of using
SVM and Random Forests in [3]. Figure 5 shows the results of the comparison.
However, windowing was performed when using SVM and Random Forests for
sEMG signal recognition, and the work we did was not windowed. We will study
the windowed signals in the next work.

5 Conclusion

This paper proposes a motion recognition model based on sEMG using deep
learning. The model uses a multi-layer parallel convolutional neural network
to extract features from sEMG signals. Compared with the traditional feature
extraction method, it can extract more effective information and improve the
accuracy of motion recognition. The NinaPro DB5 data set is used to train
in the simulation section and the model is tested on 52 motion data from 10
subjects. The experiment results demonstrate the proposed method has a better
performance than both the traditional SVM method and the Random Forests
methods. In the future, because windowing has an effect on the performance of
the recognition method, we will study the windowed signals in the next work.

Lab Environment. The CPU for the desktop used in the experiment was
Intel(R) Core(TM) i7-7800X CPU @ 3.5G Hz (3504 MHz), and the GPU was
NVIDIA TITAN Xp (12 GB). The software environment used in the experiment
was Tensorflow-gpu 1.12.
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