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Abstract. In various scenarios of the real world, there are various graph
data. Most graph structures are confronted with the problems of complex
structure and large consumption of memory space. Graph embedding is
an effective method to overcome such challenges, which converts graph
structure into a low-dimensional dense vector space. In the real world,
label acquisition is expensive, and there may be noise in the data. There-
fore, it is important to find valuable noise nodes as much as possible to
improve the performance of downstream task. In this paper, we propose
a novel active sampling strategy for graph noisy data named Active Noise
Correction Graph Embedding method (ANCGE). Given the label bud-
get, the proposed method aims to use semi-supervised graph embedding
algorithm to find valuable mislabeled nodes. ANCGE measures the value
of noise nodes according to their representativeness and influence on the
graph. The experimental results on three open datasets demonstrate the
effectiveness of our method and its stability under different noise rates.

Keywords: Graph embedding - Noisy label - Active correction -
Active learning

1 Introduction

In various scenarios of the real world, there are various network structures that
represent the relationship between objects. For example, social graphs in social
media networks, citation maps in research fields [3]. In computer science, the
network structure is represented as a graph structure containing nodes and edges.
However, most graph structures have the characteristics of huge structure and
large space overhead, so the computational task is very heavy.
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Graph embedding is an effective method to solve this problem. Graph embed-
ding transforms graph structure information into low-dimensional dense real vec-
tor and maps it to a low-dimensional latent space. Moreover, graph embedding
can maximumly preserve the structure information and attributes of the graph,
which be used for input of existing machine learning algorithms. Through graph
embedding, various applications such as node classification, node recommenda-
tion, and link prediction can be performed on the graph [2].

According to whether the graph nodes used for training include labels and
whether they are completely included, the graph embedding algorithm can be
divided into three categories: unsupervised, semi-supervised and supervised. In
the real world, the acquisition of labels is expensive, and it is generally difficult
to obtain labels for all nodes in the graph structure. In order to make use of
the information of the node label without too much cost, a small number of
node labels will be acquired in practice. Therefore, for a scenario where such
a small number of nodes have labels and most of the nodes are unlabeled, a
semi-supervised graph embedding algorithm [9,21] can be employed.

But in real-world scenarios, the label data in the graph structure is not always
correct. There may be a certain amount of noise in the labeled graph data. Using
these noisy node labels for training can affect the performance of graph embed-
ding and classifiers, which in turn reduces the accuracy of node classification.
Therefore, it is very important to solve the classifier degradation under noisy
scenes in the node label [11]. However, using domain experts to modify all noise
labels is not only time-consuming, but also economically expensive. Therefore,
given the label budget, it is very important to select the nodes that need expert
marking in the labeled nodes to maximally find the noise nodes that have the
greatest impact on the graph structure and improve the performance of the node
classification. Active learning [15] can solve this problem very well.

In this paper, we propose an active corrective graph embedding method
(ANCGE) based on active learning for graph noisy data. Given the label bud-
get, we use semi-supervised graph embedding algorithm to find more noise in
labeled nodes by active learning. And when the active corrective graph embed-
ding method chooses the noise nodes which need to be corrected, the noise nodes
which have large amount of representativeness and great influence on the graph
are selected as far as possible by considering the structure of the graph.

The specific details of our method are as follows: Firstly, the semi-supervised
graph embedding algorithm GCN [9] is used to train and generate graph embed-
ding from noisy labeled graph data. Secondly, graph embedding is used to detect
noise in graph data, and the noise probability scores of all nodes in graph data
are calculated. Given the label budget, the node most likely to be labeled incor-
rectly is selected. Thirdly, by calculating the graph centrality score [1] in the
representative query criteria of active learning, we can find out the nodes with
the greatest amount of information from the selected nodes with high proba-
bility of noise, and then give these nodes to the domain experts for correction.
Finally, the active corrected nodes are added to the labeled node set, and then
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the training set is updated. The updated data is used to retrain the graph embed-
ding, and then the node classifier is trained.

The above is a complete label correction and classifier training process, and
then we iteratively proceed with the above steps. As the process progresses, graph
embed-ding will produce more and more accurate node embedding, which will
provide more information for the training of labeled nodes, and the performance
of classifier will be improved very well.

The contributions of this paper are summarized as below:

— We propose an active corrective graph embedding method on graph noise
data, which can effectively find and correct the noise in graph data, and then
optimize the performance of graph embedding.

— We combine the noisy possibility with the graph centrality to find out the
nodes which are not only noisy but also have great influence on the graph
structure. In the case of a small number of label requests, the performance of
the classifier can be improved as much as possible.

The rest of this paper is organized in the following way. Section 2 reviews the
literature related to graph embedding, noise data learning and active learning. In
Sect. 3, we describe the framework of the proposed active noise correction graph
embedding algorithm, as well as the noise detection correction graph embedding
algorithm (NDCGE) and active learning correction graph embedding algorithm
(ALCGE). In Sect. 4, the experimental results are analyzed. Finally, we summa-
rize the paper in Sect. 5.

2 Related Work

2.1 Graph Embedding

Graph embedding converts the graph data into a low dimensional space in which
the graph structural information and graph properties are preserved.

Matrix factorization is an early algorithm for graph embedding. It based
graph embedding represent graph property in the form of a matrix and factorize
this matrix to obtain node embedding. There are several common algorithms of
matrix factorization based graph embedding, such as LLE, Laplacian Eigenmaps
and GraRep [5,19].

After that, embedding techniques using random walks on graphs to obtain
node embeddings have been proposed: DeepWalk [13] and node2vec [6] are two
examples. Deepwalk is an online graph embedding algorithm based on local
information of nodes. Given a network, it first generates random walks to get
the sequence of nodes. DeepWalk regards each node as a word and the sequence
of nodes as a sentence, and then uses Skip-Gram [10], a typical training word
vector model, to train the embedding of nodes. Node2vec model is an exten-
sion of DeepWalk. By improving the random walk strategy of DeepWalk model,
node2vec can generate higher quality sequence of nodes.

In addition, LINE [17] is also a network representation learning model for
large-scale networks. LINE defines the first-order proximity and the second-order
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proximity between nodes in social networks. SDNE [20] introduces typical deep
neural networks into graph embedding for the first time. It jointly optimizes the
first-order proximity and second-order proximity, which solves the challenge of
high nonlinearity.

But this method can be computationally expensive for large sparse graphs.
Graph Convolutional Network (GCN) solves this problem by defining a convo-
lution operator on graph. It is an extensible semi-supervised learning method
based on graph structured data. And it has good classifier performance in node
classification and other applications. So in this paper, we use GCN as a graph
embedding framework.

2.2 Noisy Data Learning

In the real world, the acquired data will inevitably be affected by noise. There
are many methods to deal with noise in the existing literature.

In the past, when researchers dealt with noise, one was to label an example
with multiple non-expert labels. The EM algorithm of Dempster et al. [4] is
a popular procedure for finding maximum likelihood estimates of parameters
where the model depends on unobserved latent variables. EM algorithm is shown
to provide a slow but sure way of obtaining maximum likelihood estimates of
the parameters of interest. In another study in the field of natural language
processing, Snow et al. [16] concluded that multiple inexpensive tags might be
preferable to an expert.

In addition, in the literature [8,18], the method uses classifier prediction to
detect noise. It trains the classifier with labeled noise data, and then deletes
instances of error classification. However, this method deletes a large number of
instances, which will reduce a lot of training data and degrade the performance
of the classifier. How-ever, the above methods can’t effectively find noise nodes
in noisy graph data and make use of noise label.

Therefore, in our method, we can iteratively find the noise nodes from the
graph data, and then correct the noise data. And we can train the classifier from
the corrected data to improve the performance of the classifier.

2.3 Active Learning

Given the label budget, active learning can find those nodes with large amount
of information to be corrected by experts, and then improve the performance
of the classifier. According to the query strategy, active learning algorithms can
be divided into three categories: the heterogeneity based, the performance based
and the representativeness based [15].

There are three sub-categories of active learning based on heterogeneity.
Uncertainty Sampling is probably the simplest and most commonly used query
framework. In this framework, an active learner queries the instances about
which it is least certain how to label. Another, more theoretically-motivated
query selection framework is query-by-committee (QBC) algorithm. Each com-
mittee member needs to vote on the label being queried and then use the instance
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they most disagree as the most informative query. The last method is Expected
Model Change. Its main idea is to label the most different instances from the
current known models. If we know the label of the current model, it will bring
the greatest change to the current model.

Performance-based active learning method includes two sub- categories. One
method is expected error reduction and it uses the remaining unlabeled instances
to estimate the expected future error of the model, and uses the smallest expected
future error to query the instances. The other method is variance reduction
and this method indirectly reduces generalization error by minimizing output
variance.

The Representative-Based active learning method [7] can select representa-
tive unlabeled instances to query their labels. It can explore unknown areas of
data and then avoid non-representativeness of query labels. So in our method,
we use the representative query strategy to select nodes with large amount of
information. And we evaluate the representativeness by calculating the center
score of PageRank centrality [14] for each node.

3 Proposed Approach

In the first two sections of this chapter, we first propose two label correction
algorithms: noise detection correction graph embedding algorithm and active
learning correction graph embedding algorithm. In the third section, we integrate
the two algorithms and propose an active noise correction graph embedding
algorithm based on active learning. Next, we will introduce the details of three
noise label correction algorithms.

3.1 Noise Detection Correction Graph Embedding Algorithm

Algorithm 1 gives the relevant input and specific flow of the noise detection
correction graph embedding algorithm. The algorithm can effectively detect the
noise nodes in the labeled graph data, and iteratively correct the most likely
noise nodes. The performance of the classifier can be greatly improved by using
the updated label set to relearn the classifier.

The details of the algorithm are as follows: Firstly, we input graph embedding
X ={X1,Xo,..., X, } of noisy labeled graph data generated by GCN algorithm
and label correction budget B given by the algorithm. The first step is to train
a classifier based on graph embedding X. Then set up a node set C to store
corrective labels.

For a graph dataset with k categories of labels, the conditional probabilities
of each label are P (y|z), P2(y|x), -+, Px(y|z). Conditional probability P(y|z)
is the probability that the label of a node is y when the graph embedding is X.
For the calculation of conditional probability P(y|z), we adopt one-against-one
SVM multi-classification method.

So in the noise correction algorithm, the third step is to find the correspond-
ing label y in the label matrix Y. By calculating the conditional probability
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Algorithm 1. Noise Detection Correction Graph Embedding(NDCGE)
Input: Graph embedding X, label budget B
Output: Updated labeled set L and retrained classifier

. Train a base-classifier on X

. Set of nodes with corrective labels C' = {}

. Compute the possibility of Label y, P(y|z)

. Compute node noise probability 1 — P(y|z)

. Generate an ordered set M of potentially mislabeled nodes, and M (C = {}
. Generate M,,, the top n nodes from M for label correction

. Generate the labels y = {y1,92,...,yn}, and update Y

.C=CUM,

. Retrain the classifier

10. While M # {} and the number of C is less than B : Repeat steps 3-9

© 0 N O Ot = W N

of the label y under embedding X; generated by GCN algorithm, we can get
the possibility that the label of the node v; is y. We can calculate the noise
probability of the node by formula 1 — P(y|x).

Then the fifth step is to generate a node set M sorted according to the
noise possibility, and ensure that the intersection of M and C' is empty. Then
we select M,,, the top n nodes about the noise possibility from M for label
correction. The seventh step of the algorithm is to generate the updated label
set y = {y1,Y2, - ,Yn}, and then update the label matrix ¥ of the label graph
node set GG1,. Next, update the node set C' that used to store the corrective label
and add M,, to C. Finally, retrain the classifier about graph embedding. When
node set M is not empty or the number of node set C' is less than label budget
B, repeat steps 3-9 and iterate the algorithm until it stops.

Given the label budget, the noise detection correction algorithm can itera-
tively and effectively correct the noise in the graph data, and relearn the classifier
according to the updated label to improve the performance of the classifier. How-
ever, the algorithm only considers the influence of noise nodes in the data set,
and does not consider the structure of the graph data itself. The situation of
graph nodes themselves is different, and the information and representation of
each node are different. Therefore, in the next section, we propose an active
learning correction graph embedding method based on active learning.

3.2 Active Learning Correction Graph Embedding Algorithm

Our algorithm inputs are not independent identically distributed data but
connected graph structures. So we should consider edge-to-edge connections
between nodes when using active learning strategies. Therefore, we adopt
a representativeness-based AL query criteria [7]. We use graph centrality
@(centrality) @S a representativeness measurement. This method uses graph
structure to measure the representativeness of nodes by calculating the graph
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centrality score of nodes. Graph centrality is first proposed in [12]. The exist-
ing graph centrality methods include classical methods and eigenvector-based
methods. Because the eigenvector-based method is superior to other methods,
we use PageRank centrality [14] to calculate graph centrality. Algorithm formula
of PageRank is as follows:

= —-aAD ) ' =D(D - aA)~'I (1)

Where A is the adjacency matrix of the graph and D is the diagonal matrix
of the graph. There is a range of values for A, which is less than the reciprocal
of the maximum eigenvalue of AD~!. For undirected graphs, the value of « is 1,
and for a directed graph, the value depends on the calculation. The calculation
formula for the PageRank centrality of the candidate node v; to be calculated
is:

¢centrality (Uj) 1- 14
centrality\Vi) = § Az j + 2
(b t lty( ) P - J 2 :k Ajk N ( )

where p is the damping parameter.

Algorithm 2. Active Learning Correction Graph Embedding(ALCGE)
Input: Graph embedding X, label budget B
Output: Updated labeled set L and retrained classifier

. Train a base-classifier on X

. Set of nodes with corrective labels C' = {}

. Compute the possibility of Label y, P(y|z)

. Compute node noise probability 1 — P(y|z)

. Generate an ordered set M of node graph centrality, and M N C = {}
. Generate M,,, the top m nodes from M for label correction

. Generate the labels y = {y1,92, -+ ,ym }, and update Y’

.C=CUM,,

. Retrain the classifier

10. While M # {} and the number of C is less than B : Repeat steps 3-9

© 00 N O Ut ks W N

Algorithm 2 gives the relevant input and specific flow of the active learning
correction graph embedding algorithm. Its steps are basically similar to those of
Algorithm 1, except that steps 5-8. Then the fifth step is to generate a node set
M sorted according to node graph centrality, and ensure that the intersection of
M and C' is empty. Then we select M,,,, the top m nodes about the node graph
centrality from M for label correction. The seventh step of the algorithm is to
generate the updated label set y = {y1,y2, - ,ym}, and then update the label
matrix Y of the label graph node set G . Next, update the node set C' that used
to store the corrective label and add M, to C.
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Given the label budget, the active learning correction algorithm can itera-
tively and effectively correct the large amount of information and representative
nodes in the graph data, and relearn the classifier according to the updated label
to improve the performance of the classifier. However, contrary to Algorithm 1,
Algorithm 2 only considers the structure of the data itself, and does not con-
sider the noise problem in the graph data set. In the next section, we propose
an active noise correction graph embedding method based on active learning by
combining the advantages of the two algorithms.

3.3 Active Noise Correction Graph Embedding Framework

Algorithm 3 gives the relevant input and specific flow of the active noise correc-
tion graph embedding algorithm. It is the fusion of Algorithm 1 and Algorithm
2, and it is the same as step 1-6 of Algorithm 1.

Algorithm 3. Active Noise Correction Graph Embedding(ANCGE)
Input: Graph embedding X, label budget B
Output: Updated labeled set L and retrained classifier

. Train a base-classifier on X

. Set of nodes with corrective labels C' = {}

. Compute the possibility of Label y, P(y|z)

. Compute node noise probability 1 — P(y|z)

. Generate an ordered set M of potentially mislabeled nodes, and M N C = {}
. Generate M, , the top n nodes from M for label correction

. Generate an ordered set N, of node graph centrality with n nodes

. Generate N,,, the top m nodes from N,, for label correction, and m < n

© 00 = O Ot s W N

. Generate the labels y = {y1,92, -+ ,ym} , and update Y’

10. C = CU Ny,

11. Retrain the classifier

12. While M # {} and the number of C' is less than B : Repeat steps 3-11

Then the seventh step is to generate a node set N,, sorted according to the
graph centrality of n nodes. Then we select N,, , the top m nodes about the
node graph centrality from NV, for label correction. In addition, make sure that
mislessthann. The ninth step of the algorithm is to generate the updated label
set ¥y = {y1,¥2,"** , Ym}, and then update the label matrix Y of the label graph
node set GG1,. Next, update the node set C' that used to store the corrective label
and add N,, to C. Finally, retrain the classifier about graph embedding. When
node set M is not empty or the number of node set C' is less than label budget
B, repeat steps 3-11 and iterate the algorithm until it stops.

Given the label budget, the active noise correction algorithm can iteratively
and effectively correct the noise nodes of graph data, and select those noise
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nodes with large amount of information and great influence on graph. More-
over, ANCGE can iteratively correct the selected nodes and relearn the classifier
according to the updated labels to improve the performance of the classifier.

4 Experiments

The purpose of our design experiment is to: (1) prove the performance of our
proposed active noise correction graph embedding model; (2) verify the stability
of ANCGE model under different noise rates. We first introduce our experimental
setup, and then analyze the experimental results.

4.1 Datasets

All experiments were conducted on three public citation network datasets, Cora,
Citeseer and Pubmed [9]. Dataset statistics are summarized in Table 1. Each
dataset contains a sparse bag-of-words feature vector of a document and a list of
citation links between documents. Each document has a class label. And nodes
are documents and edges are citation links. Label rate denotes the number of
labeled nodes that are used for training divided by the total number of nodes in
each dataset.

Table 1. Dataset statistics

Datasets | Nodes | Edges | Classes | Features | Label rate

Cora 2708 | 5429 |7 1433 0.185
Citeseer | 3327 | 4732 |6 3703 0.150
Pubmed | 19717 | 44338 | 3 500 0.025

4.2 Experimental Settings

For each dataset, we use 500 nodes for training, 500 nodes for validation and 1000
nodes for node classification testing. We randomly extract 500 nodes from non-
training and non-testing nodes and use them as validation sets for all experiments
to ensure the stability of performance in experiments.

For each data set, we set up 500 labeled nodes. The labeling rates of the three
data sets are 0.185, 0.150 and 0.025. In addition, we use 10% label budget B,
that is, which means B is 50 nodes. We divide label budget B into five groups,
correcting 10 nodes each time, and iterate five times for each algorithm. In the
experiment, we can simulate data sets in the real world by randomly modifying
data labels and artificially increasing noise.
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4.3 Evaluation Metrics

Node classification is a common task to evaluate the performance of graph
embedding algorithms. Therefore, in this paper, we use node classification to
verify the performance of the algorithm, and use the accuracy of node classifi-
cation as an evaluation metrics.

4.4 Comparison of Label Correction Algorithm

In this section, we compare the advantages and disadvantages of three label cor-
rection methods and one random correction graph embedding method (RCGE)
for node classification on three data sets. For each data set, the experiment set
up 500 labeled nodes and 10% noise rate. The label budget is 50 nodes, which
are iterated five times. The experimental results are shown in Figs. 1, 2 and 3.
We use Random Label Correction Graph Embedding (RCGE) as the baseline.
Given the label budget, it randomly selects the correct nodes from the data set
each time, and iteratively corrects the nodes. The other steps are the same as
those of other algorithms except the strategy of selecting nodes.

0.870

—— ANCGE
—o— NDCGE
0.865 —s— ALGGE
—o— RCGE

0.860

0.855

Accuracy

0.850

0.845

Iterations

Fig. 1. Comparison of label correction algorithms on dataset Cora

Citeseer
0.780

—— ANGGE
O~ NDCGE
07759 —— ALGGE
—o— ROGE

0.770 4

0.765

Accuracy

0.760 4

0.755 4

0.750 1

0.745

Iterations

Fig. 2. Comparison of label correction algorithms on dataset Citeseer
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Pubmed

—— ANCGE
-O— NDCGE
0.840 —s— ALGGE

—o— RCGE

Iterations

Fig. 3. Comparison of label correction algorithms on dataset Pubmed

Through three experimental results, we can draw the following conclusions:
on the whole, with the increase of iteration times, the performance of classifier
on each data set has been improved almost. For the three data sets, the perfor-
mance is respectively improved by 1.6%, 1.7% and 1.7%. But in the process of
iteration, the algorithm will fluctuate slightly. Sometimes performance degrades,
but eventually performance improves. Specifically, RCGE and ALCGE are diffi-
cult to improve the performance of node classification. ALCGE is slightly better
than RCGE. The reason for the poor performance of ALCGE is that it only
considers the nodes which have great influence on the graph structure, and does
not consider more noise selection. Compared with RCGE and ALCGE, NDCGE
can effectively improve the performance of node classification. However, in data
sets Cora and Pubmed, NDCGE is not as effective as ALCGE at the begin-
ning of iteration. But after several iterations, NDCGE speeds up and surpasses
ALCGE. However, the best performance is ANCGE, which is superior to all
other algorithms in node classification performance on all data sets.

So it can be seen that active learning can’t significantly improve the perfor-
mance of classifiers, but it can bring positive impact and make NDCGE bet-
ter. Therefore, in noisy data, priority of correcting is given to the node where
the noise possibility is high. ANCGE, which combines active learning and noise
detection, can effectively improve the performance of classifier. The above exper-
imental results prove the effectiveness of ANCGE algorithm.

4.5 Stability of ANCGE Model

In this section, we compare the performance of ANCGE model on three data
sets with different noise rates. For each data set, we respectively take 10%, 20%
and 30% noise rates. In this experiment, 500 labeled nodes are set up. The label
budget is 50 nodes, which are iterated five times. The experimental results are
shown in Figs.4, 5 and 6.
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Three experimental results show that ANCGE can greatly improve the per-
formance of node classification under different noise rates. For different data
sets, the performance improvement range is different between different noise
rates. Table2 is the performance improvement rate of each data set after five
iterations. As can be seen from the table, in general, the greater the noise rate,
the greater the performance improvement. For dataset Pubmed, the performance
improvement at 20% noise rate is better than the other two noise rates. There-
fore, the above experimental results verify the stability of ANCGE model under
different noise rates.

N 30% noise rate
20% noise rate
W 10% noise rate

Accuracy
o
®

Iterations

Fig. 4. Accuracy of ANCGE under different noise rates on dataset Cora

Citeseer

W 30% noise rate
20% noise rate
0.78 4 W 10% noise rate

0 1 2 3 4 5
Iterations

Fig. 5. Accuracy of ANCGE under different noise rates on dataset Citeseer
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Pubmed

N 30% noise rate
20% noise rate
W 10% noise rate

Iterations

Fig. 6. Accuracy of ANCGE under different noise rates on dataset Pubmed

Table 2. Performance improvement rate of ANCGE

Noise rate | 10% |20% | 30%
Cora 1.6% (2.0 |2.1%
Citeser 1.7% | 1.7% | 2.0%
Pubmed |1.7% | 2.8% | 2.1%

5 Conclusion

In this paper, we propose an active correction graph embedding method
(ANCGE) based on active learning for image noise data. Given the label budget,
it can improve the performance of the classifier by actively learning to find those
noisy nodes with large amount of information and great influence on the graph.
The experimental results on three open datasets demonstrate the effectiveness
of our method and its stability under different noise rates.
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