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Abstract. High-quality data is very important for data analysis and mining.
Data quality can be indicated by many indicators, and some methods have been
proposed for data quality improvement by improving one or more data quality
indicators. However, there is few work to discuss the impact of the processing
order of data quality indicators on the overall data quality. In this paper, first,
some data quality indicators and their improvement methods are given; second,
the impact of the processing order of data quality indicators on the overall data
quality is discussed, and then a novel data quality improvement method based
on the greedy algorithm is proposed. Experiments have been shown that the
proposed method can improves the data quality while reducing the time and
computational costs.
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1 Introduction

With the rapid development of Internet and information technology, data has become an
important asset and competitive resource of enterprises. Almost all industries can benefit
from data, but the problems of missing key fields, too much data noise and confused data
classification in the original data make the quality of the original data too low. Low-
quality data will directly affect the value of data analysis and mining. Data quality
problems may occur in all stages of data acquisition and storage. How to effectively
improve data quality has always been a difficult problem to solve. There are three main
reasons. One is the lack of a standard definition of data quality. All walks of life have
different understandings and needs for data quality. It is difficult to form a standardized
and unified data quality standard. Secondly, it is difficult to determine data quality
indicators. Data quality indicators are the process of quantifying data quality. Now the
research on data quality indicators only focuses on a specific field, and there is no
universal evaluation framework. Thirdly, data quality indicators are not independent,
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and the improvement of one data quality indicator may result in the reduction of another
data quality indicator. How to determine an efficient data quality improvement strategy
is a problem to be studied at present.

Data quality has already attracted extensive attention of researchers, and the
research on data quality indicators is becoming more and more mature. However, the
research on establishing efficient and reasonable data processing order based on data
quality indicators is at an early stage. At present, the research on data quality indicators
mainly focuses on the correlation between different indicators, but the correlation
between indicators is the follow-up. However, it is difficult to prove the benefits of data
processing. In determining the order of data processing, the current research mostly
adopts traversal enumeration, which is a relatively inefficient method. In view of the
current research situation, this paper first summarizes the commonly used indicators for
data quality quantification and the methods used to improve each indicator; secondly, it
analyses the impact of data quality improvement execution order on the overall data
quality; finally, a greedy algorithm for data quality improvement is proposed, and an
efficient and reasonable data processing order is determined. The validity of the data
processing order is proved by simulation experiments.

The rest of this paper is organized as follows. Section 2 outlines the related works.
Section 3 introduces data quality and data quality improvement methods. Section 4
analyzes the impact of the order on data quality improvement. Section 5 shows
experimental results and analysis. Section 6 concludes this paper.

2 Related Works

In the field of data quality, Cai et al. have made a very detailed study of the history of
data quality [1]. Researchers began to study data quality in the 1970s. At that time,
although there was no knowledge system of data quality, they have found that poor
quality data will have a negative impact on information systems. Saha and Srivastava
point out that poor quality data are common in large databases and networks [2]. Poor
quality data will have a serious impact on the results of data analysis. Data quality
research was formally carried out in the 1990s, and data quality definition and mea-
surement indicators began to be established. At present, data quality research is
booming, data processing algorithms and frameworks continue to emerge, international
organizations began to research and develop data quality standards. In terms of data
quality indicators, [2–4] have conducted in-depth research on data quality dimensions.
Wang et al. carried out extensive research work, investigated 118 kinds of data quality
properties, summarized 20 kinds of commonly used data quality properties [2]. Sidi
et al. analyzed 40 kinds of data quality properties in detail [3]. Zaveri et al. unified
common terms of data quality, provided 18 data quality dimensions and 69 kinds of
data quality measurement methods [4]. Wang et al. expounded the connotation of
scientific data and data quality, studied the basic principles of data quality evaluation,
analyzed the data quality structure, and put forward the scientific data quality evalu-
ation index system based on basic level, criterion level and index level [5]. In [7], the
problem of determining the timeliness of a set containing redundant records under a
given time limit is studied, and an algorithm for solving the problem of determining the
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timeliness is proposed for the first time. [8] studies data integrity in detail. In data
restoration, [9] studies record matching and data restoration, and points out that data
quality indicators are not independent of each other. In [10], Fan et al. studied the new
problems related to data cleaning, namely the interaction between record matching and
data repair, and proved that data repair can effectively help identify matches and
improve data quality. In [11], Gackowski et al. conducted a preliminary study on the
establishment and validation of data quality indicators, and explored the logical rela-
tionship between data dimensions. [12–14] explores the correlation between different
data quality indicators. Ding et al. proposed precise definitions and violation patterns of
four data quality indicators, such as timeliness and accuracy [12]. Cheng et al. dis-
cussed the impact of the relationship between different data quality indicators, and
determined an effective data cleaning strategy for data in wireless sensor networks [13].
Dominikus proposed improving data quality operations for multi-dimensional data
quality assessment [14]. In [15], Helfert analyzed the dependence of data quality
dimension, studied how to evaluate the overall quality of data by the total weighted
dimension score, and examined the applicability of this method. [16] provides a wide
range of technologies for evaluating and improving data quality, focusing on data
quality assessment and improvement techniques. Zhao et al. comprehensively analyzed
the content and method of quality evaluation of correlated data, providing reference for
the construction of quality control and evaluation system [17]. In [18], Liu briefly
analyzed the causes of some statistical dishonesty problems described in this paper, and
proposed measures to improve the quality of statistical data. [19] uses association rules
to evaluate data quality. Reza et al. found that most of the indicators developed so far
do not take data weight into account, thus defining a new measurement standard based
on data weight to further improve its data quality [20].

3 Data Quality and Data Quality Improvement

In this section, first, the precise definition of data quality model is given. Second, the
methods used to improve each index are summarized. Finally, the impact of data
quality improvement execution order on the overall data quality is analyzed, which lays

Table 1. Nomenclature

dijt The j-th dimensional of the data d sampled from the i-th data source at the time t,
where i 2 N and j 2 M, and N and M are the numbers of data sources and the
number of dimension of d

dij The j-th dimensional of the data d sampled from the i-th data source over all time
dijq1,
dijq2

Lower quantile and upper quartile of dij

dijDq Difference between dijq1 and dijq2
Dt Sampling interval
Dtmean Mean sampling interval
S All data in the database
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the foundation for the next section of experimental simulation. For convenience, some
nomenclatures used in this paper are given in Table 1.

3.1 Data Quality Indicators

Currently there are many data quality indicators, and in this paper, some most popular
data quality indicators, including data integrity, data accuracy, data consistency, and
data timeliness are used and analyzed.

Data integrity indicator Dintegrity: is used to measure data integrity, including scale
integrity, attribute integrity, content integrity and so on. Data integrity can be measured
by data size, data volume, data coverage and so on. In order to simplify the data quality
assessment model, in this paper, data integrity is defined as the degree of data missing.
The following is the accurate definition of data integrity:

sijt ¼
1; dijt 6¼ None

0; dijt ¼ None

(
ð1Þ

Dintegrity ¼

P
t2T

P
j2M

P
i2N

sijt � SP
t2T

P
j2M

P
i2N

sijt
� 100% ð2Þ

Data accuracy indicator Daccuracy: is to measure the ability of data to accurately
describe the physical world. Illegal values, invalid data types and low data accuracy can
all be used to measure data accuracy. In order to simplify the data quality evaluation
model, this paper defines data accuracy as the degree of data anomalies. The following
is the precise definition of data accuracy:

saijt ¼
1; dijt 62 djq1 � 1:5� djDq; djq2 þ 1:5� djDq

��
0; dijt 2 djq1 � 1:5� djDq; djq2 þ 1:5� djDq

��
(

ð3Þ

Daccuracy ¼

P
t2T

P
j2M

P
i2N

sijt �
P
t2T

P
j2M

P
i2N

saijtP
t2T

P
j2M

P
i2N

sijt
� 100% ð4Þ

Data consistency indicator Dconsistency: is to measure the consistency of different
data formats, contents and ranges of single or multiple data sources. It has been pointed
out in [7] that data consistency includes conceptual consistency, format consistency,
range consistency and time consistency. Different constraints are determined according
to the data content. Data that violate the constraints are considered to have a consis-
tency conflict. The more complex the constraints are, the more complex the consistency
discrimination is. In order to simplify the data quality evaluation model, this paper only
establishes a constraint condition: the sampled value range of the same node on the
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same attribute should be consistent. In this paper, data consistency is defined as the
extent to which data violates constraints, using Eqs. (5) and (6):

scijt ¼
1; dijt 62 dijq1 � 1:5� dijDq; dijq2 þ 1:5� dijDq

��
0; dijt 2 dijq1 � 1:5� dijDq; dijq2 þ 1:5� dijDq

��
(

ð5Þ

Dconsistency ¼

P
t2T

P
j2M

P
i2N

sijt �
P
t2T

P
j2M

P
i2N

scijtP
t2T

P
j2M

P
i2N

sijt
� 100% ð6Þ

Data timeliness indicator Dtimeliness: is to measure the freshness and availability of
data. It refers to the time interval and efficiency of receiving, processing, transmitting
and utilizing information from the information source. The shorter the time interval, the
more timely information updates, the more time-sensitive data. In order to simplify the
data quality assessment model, in this paper, data timeliness is defined as the degree of
data update, using Eqs. (7) and (8):

stit ¼
1;Dt[ 2� Dtmean
0;Dt� 2� Dtmean

(
ð7Þ

Dtimeliness ¼
P
i2N

P
t2T

sit �
P
i2N

P
t2T

stitP
t2T

P
i2N

sit
� 100% ð8Þ

According to the definition of data quality index above, the total quality of data is
recorded as Q, the measure value of data quality index x is recorded as Q, and the
weight of data quality index x is recorded as Q. Then the precise definition of data
quality is defined as:

Q ¼
X
x2X

xxDx ð9Þ

3.2 Data Quality Improvement Methods

According to the definitions of data integrity, data accuracy, data consistency, and data
timeliness, there are many methods can be used to improve the data quality. In order to
make the scheme proposed in this paper clear and comparable, following data quality
indicators improvement methods are used:

The operation of improving data integrity Pintegrity: for improving data integrity
operation, there are mean interpolation, similar mean interpolation, modeling predic-
tion, high-dimensional mapping, multiple interpolation and other methods. In this
paper, the method of improving data integrity based on mean interpolation is used.

The operation of improving the accuracy of data Paccuracy: the abnormal data in data
sets is the main reason for the low accuracy of data. The abnormal data can be

260 Z. Wang et al.



identified by using data statistics technology and data visualization. The commonly
used methods are box-dividing method, regression method, clustering method and so
on. In order to improve the accuracy of data, this paper identifies the abnormal data and
fills it with the mean value.

The operation of improving data consistency Pconsistency: when data violates con-
straints, it is regarded as abnormal data, and the abnormal data is filled up according to
constraints rules to improve data consistency.

The operation of improving data timeliness Ptimeliness: judging the time items in the
data set and deleting or filling the data with low timeliness.

4 Data Quality Improvement Based on the Greedy Algorithm

4.1 Analysis of the Impact of the Order on Data Quality Improvement

Before data processing, it is necessary to clarify the impact of the order of data quality
improvement on the overall quality of data. Specifically, the following points need to
be noted:

First, the improvement of a certain data quality indicator cannot ensure the
improvement of the overall data quality. For example, suppose data consistency is
denoted by Dconsistency, and the total data quality is denoted by Q. After the data
consistency operations, data consistency is D0

consistency and the overall data quality is Q0.
Although Dconsistency\D0

consistency, Q
0 may be less than Q, that is to say, increasing

individual data quality indicators does not always improve the overall data quality.
Second, individual data quality gains cannot be directly accumulated. For example,

data integrity is Dintegrity, data consistency is Dconsistency, and the total data quality is
denoted by Q. For a dataset, when carrying out the data integrity improvement oper-
ation Pintegrity individually, the resulted data quality is Q0, and the data quality gains is
DQ0¼Q0�Q; when carrying out the data integrity improvement operation Pconsistency

individually, the resulted data quality is Q00, and the data quality gains is DQ00¼Q00�Q;
when carrying out Pintergrity and Pconsistency sequentially, the resulted data quality is Q000,
and the data quality gains is DQ000¼Q000�Q; at this time, DQ000 6¼ DQ0 þDQ00. In other
words, data quality gains cannot be directly accumulated.

Third, different processing order of individual data quality indicators results in
different overall data quality gains. For example, when carrying out Pintegrity and
Pconsistency sequentially, the resulted data quality is Q, and the data quality gains is
DQ0¼Q0�Q; when carrying out Pconsistency and Pintegrity sequentially, the resulted data
quality is Q, and the data quality gains is DQ00¼Q00�Q; at this time, DQ0 6¼ DQ00. That
is to say, different data processing order and different data quality gains.

Fourth, more data quality improvement operations cannot ensure better overall data
quality gain. For example, data integrity is Dintegrity, data consistency is Dconsistency, and
the total data quality is denoted by Q. For a dataset, when carrying out the data integrity
improvement operation Pintegrity individually, the resulted data quality is Q0, and the
data quality gains is DQ0¼Q0�Q; when carrying out Pintegrity and Pconsistency sequen-
tially, the resulted data quality is Q00, and the data quality gains is DQ00¼Q00�Q; at this
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time, DQ00 is not always greater than Q0. That is to say, more data quality improvement
operations cannot ensure better overall data quality gain.

4.2 The Proposed Method

Assuming that each data quality indicator corresponds to a data processing operation,
and that each data processing operation is not reused. Suppose there are n data pro-
cessing operations, then the total number of possible orders is:

On ¼
Xn
j¼0

ð
Yj

i¼0

ðn� iÞÞ ð10Þ

For example, when there are four data quality indicators, there will be 64 data
processing orders to choose. When there are five data quality indicators, there will be
325 kinds of data. When the dimension of data quality index increases, the situation
will become more complex. To find the optimal data processing strategy, it is necessary
to traverse all data processing strategies. In order to save time and cost, it is a rea-
sonable way to use greedy algorithm to determine the order of data processing.

The flowchart of the proposed method is shown in Fig. 1.
Suppose there are n data processing operations in the data operations set DO.

Fig. 1. The flowchart of the proposed method.
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Step 1: select the i-th data processing operation Pi in DO, carry out data indicator
improvement using Pi, suppose the resulted overall data quality is Qi.
Step 2: calculate the data quality gain DQ = Qi − Qi−1. If DQ > 0, then put Pi into
the operations set Sj . i = i+1, go to Step 1, until i = n.
Step 3: j = j+1, go to Step 1, until j = n.

5 Experimental Results and Analysis

5.1 The Experiment Data

The experiment data used in this paper is a random segment of data extracted from a
substation database. The data records four attributes of network node Temperature,
Absolute Pressure, Density and Moisture, totaling 1000 pieces of data. Some of the
data are shown as follows (Table 2):

5.2 The Impact of Individual Data Quality Indicator Improvement
on the Overall Data Quality

Table 3 gives the impact of data processing operations on the overall data quality.

From the above table, it can be seen that the operation of data quality improvement
corresponding to each data quality indicator will inevitably increase the value of the

Table 2. Some examples of data used in the experiment

Time Temperature Pressure Density Moisture

2000/1/2 15:40:54 19.39 0.408 0.409 18
2000/1/8 20:24:53 15.62 0.411 0.418 8.1
2000/1/13 10:46:28 9.42 0.402 0.419 12.8
2000/1/17 9:27:30 1.49 0.376 0.404 10.8
2000/1/20 18:35:13 21.13 0.402 0.4 20.8
2000/1/23 21:42:07 17.82 0.604 0.61 26.2

Table 3. The impact of data processing operations on the overall data quality

Dintegrity Dconsistency Daccuracy Dtimeliness Q

P0 95.1% 85.4% 88.5% 77.5% 86.6%
Pintegrity 100.0% 82.1 85.5% 77.5% 86.3%
Pconsisency 83.6% 94.4% 87.8% 77.5% 85.8%
Paccuracy 86.1% 88.6% 93.7% 77.5% 86.5%
Ptimeliness 95.1% 85.4% 88.5% 84.8% 88.4%
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overall data quality. At the same time, the operation of one data quality indicator will also
have a certain impact on other data quality indicators and affect the overall data quality.

5.3 Data Quality Improvement Using the Proposed Method

In this section, the proposed method is used for data quality improvement. To test the
performance of the proposed method, certain operations are selected and ordered for
comparison, as shown in Table 4, and results are shown in Fig. 2.

From Fig. 2 it can be seen that in the first three groups of comparative experiments,
the data quality gain of data processing strategy obtained by greedy algorithm is the
largest. In the fourth group of experiments with repeated operations, only the data
quality gain of the third path is slightly larger than that of the data processing strategy
obtained by greedy algorithm. Therefore, the effectiveness of the proposed algorithm
can be verified.

Table 4. Some pre-defined operations orders for comparison

Experiment 1
Order Detail
P_1 ptimeliness ! pconsistency
P_2 ptimeliness ! paccuracy
P_3 pintegrity ! pconsistency
Experiment 2
Order Detail
P_1 ptimeliness ! pintegrity ! paccuracy
P_2 pconsistency ! ptimeliness ! paccuracy
P_3 pintegrity ! paccuracy ! ptimeliness
Experiment 3
Order Detail
P_1 pconsistency ! paccuracy ! pintegrity ! ptimeliness
P_2 pconsistency ! ptimeliness ! pintegrity ! paccuracy
P_3 pintegrity ! paccuracy ! ptimeliness ! pconsistency
Experiment 4
Order Detail
P_1 ptimeliness ! paccuracy ! pintegrity ! pconsistency ! ptimeliness
P_2 ptimeliness ! paccuracy ! pintegrity ! pconsistency ! paccuracy
P_3 pintegrity ! pconsistency ! pintegrity ! pconsistency ! paccuracy
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6 Conclusion

This paper proposes a novel data quality improvement method based on the greedy
algorithm. First, this paper establishes four data quality indicators, and gives the cal-
culation formula of data quality. Second, a greedy algorithm is adapted for data quality
improvement to find an efficient and reasonable data processing strategy. Finally,
simulation experiments prove the correctness of the theorem and the validity of the data
processing strategy.
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