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Abstract. This paper proposes an algorithm of simulated traffic sign recogni-
tion based on compressive sensing domain and convolution neural networks for
simulated traffic sign recognition. And the algorithm can extract the discrimi-
native non-linear features directly from the compressive sensing domain. The
image is transformed into compressive sensing domain by measurements matrix
without reconstruction. This paper proposes a cross-connected convolution
neural networks (CCNN) with an input layer, 6 six hidden layers (i.e., three
convolution layers alternating with three pooling layers), a fully-connected layer
and an output layer, where the second pooling layer is allowed to directly
connect to the fully-connected layer across two layers. Experimental results
show that the algorithm improves the accuracy of simulated traffic sign recog-
nition. The recognition of the algorithm is possible even at low measurement
rates.
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1 Introduction

Nowadays, Intelligent Simulation Transportation Systems attract more and more
attention in research community and industry [1–4]. Traffic signs classification is one of
the foremost important integral parts of simulated driving and advanced driver assis-
tance systems (ADAS) [5–10]. Most of the time driver missed traffic signs due to
different obstacles and lack of attentiveness. Automating the process of classification of
the traffic signs would significantly help reducing accidents. Classification of traffic
signs is not so simple task, images can be affected to adverse variation due to illu-
mination, orientation, and the speed variation of vehicles etc. Normally wide angle
camera is mounted on the top of a vehicle to capture traffic signs and other related
visual features for ADAS. Such images are distorted due to several external factors
including vehicles speed, sunlight, rain etc. Sample images from GTSRB dataset are
shown in Fig. 1.
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Traditional computer vision and machine learning based methods were widely used
for traffic signs classification [11, 12], but those methods were soon replaced by deep
learning based classifiers. In deep learning, convolution neural networks (CNN) is
developed in recent years and is a computer pattern recognition method which leads to
an extensive attention [13, 14]. CNN is a multilayer preceptor special designed to
recognize two-dimensional shapes. The network structure of CNN has highly invari-
ance for translation, scaling, tilting or other forms of deformation. Because CNN does
not require pre-processing images and can directly input the original image, it has been
successfully applied to simulated traffic sign recognition [15, 16].

At the same time, the research shows that the comprehensive utilization of high
level features and low level features are advantageous to improve the recognition
performance of the visual system [17–19]. Therefore, based on the traditional convo-
lution neural networks, by introducing the idea of cross-layer connections, the paper
refers to a cross-connected convolution neural network model with a nine-layer
structure, which is aimed at effectively combining low-level features and high-level
features to build a better classifier.

In many computer visualization applications, however, the objective is not perfect
recovery of the image, but to determine certain properties of the image. Because most
of reconstruction algorithms of compressive sensing computationally expensive and the
reconstruction results are poor at low measurement rates. In image recognition, such as
simulated traffic sign recognition, we are interested in determining the category to
which the object in the image belongs. Following some recent work in this emerging
field of compressive sensing domain, we find further the possibility of performing
effective high-level inference directly on compressive sensing measurements, without
reconstruction. In [20], compressive sensing domain is applied to image recognition,
without reconstruction. On the MNIST and ImageNet database, it got good recognition
performance.

Therefore, the paper proposed a simulated traffic sign recognition approach using
cross-connected convolution neural network based compressive sensing domain. The
approach show that convolution neural network can be employed to extract discrimi-
native non-linear features directly from compressive sensing domain. The image is

Fig. 1. Sample images of GTSRB dataset
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compressed and is converted into the compressive sensing domain as the input of cross-
connected convolution neural network, without reconstruction. Cross-connected con-
volution neural networks is a 9 layers framework with a input layer, 6 six hidden layers
(i.e., three convolution layers alternating with three pooling layers), a fully-connected
layer and an output layer, where the second pooling layer is allowed to directly connect
to the fully-connected layer across two layers. Experimental results show that the
algorithm improves the accuracy of simulated traffic sign recognition.

The rest of the paper is organized as follows. Section 2 details the proposed
approach to simulated traffic sign recognition. Experimental results are illustrated in
Sect. 3. Section 4 concludes the paper.

2 Simulated Traffic Sign Recognition Using Cross-Connected
Convolution Neural Network Based on Compressive
Sensing

This paper proposed a simulated traffic sign recognition approach using cross-
connected convolution neural network based compressive sensing domain. First, the
image is transformed into compressive sensing domain by measurements matrix
without reconstruction. Then, the discriminative non-linear features can be directly
extracted by cross-connected convolution neural network. Finally, traffic sign images
are recognized by classifier.

2.1 Compressive Sensing Domain

Compressive Sensing
The compressive sensing (CS), y 2 Rm, of an image x 2 Rn (ordered lexicographically),
where m\n, are obtained using y ¼ Uxþ e, where e 2 Rm is the measurement noise.
U 2 Rm�n, called the measurement matrix with all entries and drawn from certain
distributions such as Gaussian, Bernoulli etc. [21]. The problem of recovering x from y
is generally ill-posed since the linear system is underdetermined. It has been proven by
Candes et al. [22] and Donoho [23] that, by posing additional constraints that x is s-
sparse in a basis W, U being incoherent with W and m ¼ O s log n

s

� �
, the solution to the

linear system is unique and x can be recovered perfectly from y. This is typically
achieved by solving an optimization problem of the form:

minx Wxk k1 s:t y� Uxk k2 � � ð1Þ

There exist variants of the optimization problem in (1) which are applicable to com-
pressible signals (since images are not exactly sparse in the wavelet domain).

Compressive Sensing Domain
Over the past decade, a great number of algorithms have been designed to solve this
problem such as Orthogonal Matching Pursuit [24] and Basis Pursuit [25]. However,
these algorithms are computationally expensive in addition to belong ineffective at low
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measurement rates. Compressive sensing domain has gained momentum in recent
years. Calderbank et al. [26] show that classifiers can be learned directly in the com-
pressive sensing domain. Sankaranarayanan et al. [27] model videos as linear
dynamical system (LDS) and use it to acquire and reconstruct CS videos. They also
perform classification using the LDS parameters obtained directly from CS measure-
ments. In [28], Matching Pursuit is modified and employed for reconstruction-free
signal detection from CS measurements. In [29], a compressive sensing architecture is
developed where, instead of perfect reconstruction of the CS images, only relevant
parts of the scene i.e., the objects are reconstructed.

In simulated traffic sign recognition, we are interested in determining the category to
which the object in the image belongs. Therefore, the paper applies compressive
sensing domain to simulated traffic sign recognition. The traffic image is compressed by
the measurement matrix. And the image is converted into the compressive sensing
domain as the input of cross-connected convolution neural network, without
reconstruction.

2.2 Cross-Connected Convolution Neural Network

Convolution Neural Network
The traditional convolution neural network is a special deep forward neural network
model whose structure generally consists of input layer, multiple alternate convolution
and pooling layer, full connection layer and output layer. The input layer is usually a
matrix, such as an image. From the point of feed-forward network, convolution layer
and pooling layer can be regarded as special hidden layers, in addition to output layer,
and the full connection layer is the common hidden layer. In the convolution neural
network, there are four basic operations which are defined as inner convolution, outer
convolution, under-sampling and up-sampling.

Suppose A and B are matrixes, the size are M� N and m� n, and M�m, N� n.
Their inner convolution C ¼ A ��B’s elements are defined as below:

cij ¼
Xm

s¼1

Xn

t¼1
aiþm�s;jþ n�t � bst ð2Þ

Where, 1� i�M � mþ 1, 1� j�N � nþ 1.
Outer convolution is defined as:

A �̂B ¼ cAB ��B ð3Þ

Where, cAB ¼ caij is a matrix which is got by using 0 for A. The size is
Mþ 2m� 2ð Þ � Nþ 2n� 2ð Þ, and:

cai;j ¼ ai�mþ 1;j�nþ 1; m� i�Mþm� 1; n� j�Nþ n� 1
0; else

�
ð4Þ
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If matrix A is divided into blocks without overlapping. Suppose that the size of every
block is k� s, and use GA

k;s i; jð Þ to represent ijth block. The structure is as follows:

GA
k;s i; jð Þ ¼ astð Þk�s ð5Þ

Where, i� 1ð Þ � kþ 1� s� i� k, j� 1ð Þ � sþ 1� t� j� s. GA
k;s i; jð Þ’ under-

sampling is:

down GA
k;s i; jð Þ

� �
¼ 1

k� s

Xi�k

s¼ i�1ð Þ�kþ 1

Xj�s

j�1ð Þ�sþ 1
ast ð6Þ

The under-sampling of the matrix A by the non-overlapping block with k� s multiple
is defined as:

downk;s Að Þ ¼ down GA
k;s i; jð Þ

� �
ð7Þ

The up-sampling of the matrix A by the non-overlapping block with k� s multiple is
defined as:

upk�s Að Þ ¼ A� 1k�s ð8Þ

Where, 1k�s is a matrix with all 1 elements. � represents Kronecker product.

Cross-Connected Convolution Neural Network
One drawback of the traditional convolution neural network is that it is difficult to
efficiently integrate the lower level features with the higher features to construct a better
classifier. Aimed at the problem. The paper introduces a cross-connected convolution
neural network for the simulated traffic sign recognition. The network consists of a
input layer x, three convolution layers h1; h3; h5ð Þ, three pooling layers h2; h4; h6ð Þ, a
full connection layer h7ð Þ and a output layer o, as shown in Fig. 2. The network starts
with an image as input. Then, using three interlaced convolution layer and pooling
layer extracts the features of the image. Finally, the features extracted from two pooling
layers (h4 and h6) are passed directly to the full connection layer for fusion processing
and classification. In the network, the connection from pooling layer h4 to pooling layer
h7 strides over two layers and is called cross-connection. At this point, the number of
nodes in the full connection layer is the sum of the nodes of the pooling layer h4 and h6.
The Table 1 presents the cross-connected convolution neural network, which consists
of type, patch size, stride and output size.
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3 Experimental Results

3.1 GTSRB Database

GTSRB (German Traffic Sign Recognition Benchmarks) database is one of the stan-
dard database of traffic sign recognition. GTSRB has 43 categories and 51839 images.
Each category has 100–1000 images, including prohibitory signs, danger signs and
mandatory signs. 39209 images are selected as the training data set, and the rest images
is selected as the test data set. There is a distortion in the images, because perspective
change, shade, color degradation, weather change and so on. In the database, the size of
image is different. After the image converted into compressive sensing domain, the
image size is adjusted to 32� 32 as the input of network. Figure 3 is subsets of traffic
signs in the GTSRB database.

X h1 h2 h3 h4 h6h5 h7 o

Fig. 2. The structure of the cross-connected convolution neural network

Table 1. The description of the cross-connected convolution neural network

Layer Type Patch size Stride Output size

x Input 32� 32
h1 Convolution 5� 5 1 28� 28� 6
h2 Max pooling 2� 2 2 14� 14� 6
h3 Convolution 5� 5 1 10� 10� 12
h4 Max pooling 2� 2 2 5� 5� 12
h5 Convolution 2� 2 1 4� 4� 16
h6 Max pooling 2� 2 2 2� 2� 16
h7 Fully-connected 364
o Output 2
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3.2 Recognition Rate Comparing

In order to evaluate the effectiveness of the proposed method of simulated traffic sign
recognition using cross-connected convolution neural network based on compressive
sensing domain, the experiment is done on the GTSRB database. Cross-connected
convolution neural network is trained and tested on caffe framework.

From Table 2, compared with other method, the proposed method has some
advantages. From the results of the six traffic signs, the proposed method has a higher
recognition rate. In speed limit signs, prohibitory signs, mandatory signs and danger
signs, the proposed method has obtained the highest recognition rate, and the

Fig. 3. Subset signs in the GTSRB data set. (a) Speed limit signs. (b) Derestriction signs.
(c) Danger signs. (d) Unique signs.

Table 2. Comparison of recognition of different method

Method Speed limit Prohibitory Derestriction Mandatory Danger Unique

[30] 99.47 99.93 99.72 99.89 99.07 99.22
[31] 99.86 100.00 99.95 99.89 99.89 99.87
[30] 98.61 99.87 94.44 97.18 98.30 98.63
[12] 98.82 98.27 97.93 96.86 96.95 100.00
[32] 95.95 99.13 87.50 99.27 92.08 98.73
Proposed method 99.88 100.00 99.93 99.90 99.92 99.89
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recognition rate is 99.88%, 100.00%, 99.90% and 99.92%. In derestriction signs and
unique signs, compared with the best method, the gap of the proposed method is not
big.

From Table 3, in the results of the six traffic signs, the proposed method gets
highest average recognition rate 99.92%. Compared with the best method, the average
recognition rate increased by 0.04%. It shows that the proposed method improves the
robustness of the simulated traffic sign recognition.

3.3 Comparison of Different Measurement Rates

We train different networks, with the same architecture, at five different measurement
rates of MR = 1, 0.25, 0.1, 0.05. If the number of pixels in original traffic sign images
is n = 784, these MRs correspond to m = 784, 196, 78, 39 and 8 CS measurement
respectively. For the five cross-connected convolution neural networks, the parameters
such as learning rate, momentum and weight decay are fixed in order to be compared.
The recognition rate on the test set at different measurement rates are shown in Table 4.
It shows that the transformation of image to the compressive sensing domain can
improve the performance of traffic sign recognition.

4 Conclusion

Based on the development of the compressive sensing domain theory and the simulated
traffic sign recognition of convolution neural network, the paper proposed a simulated
traffic sign recognition using cross-connected convolution neural network based on
compressive sensing domain. Using cross-connected convolution neural network
directly extracts features from the compressive sensing domain of the image for sim-
ulated traffic sign recognition. The image is transformed into compressive sensing main
by measurements matrix without reconstruction as the input of cross-connected con-
volution neural network. The proposed method can extract discriminative non-linear
features directly from compressive sensing domain for simulated traffic sign

Table 3. Comparison of the average recognition rate of different method

Method Average Method Average

[30] 99.55 [12] 98.14
[31] 99.88 [32] 95.44
[30] 97.84 Proposed method 99.92

Table 4. The recognition rate on the test set at different measurement rates

Measurement rate (MR) 1 0.25 0.10 0.05 0.01
Recognition rate 99.92 98.43 97.35 94.77 60.20
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recognition. Experiment on standard traffic sign database GTSRB, it is found that the
method improves the recognition accuracy and enhances the robustness of simulated
traffic sign recognition.
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