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Abstract. The values of a PID controller’s parameters determine the con-
troller’s effect. The particle swarm optimization (PSO) algorithm is often used to
optimize the controller’s parameters. However, PSO has some inherent defects,
such as premature convergence and easily turning into a local optimization. In
this paper, an improved particle swarm optimization algorithm based on a
natural selection strategy and a simulated annealing mechanism is proposed to
optimize the PID controller’s parameters. In the improved PSO algorithm, the
natural selection strategy is used to accelerate the rate of convergence, and the
simulated annealing mechanism is employed to ensure the accuracy of the
search and increase its ability to avoid local optima. The improved algorithm not
only guarantees the convergence speed but also has a better ability to jump out
of the local optimum trap. To verify the performance of the improved algorithm,
four types of algorithms are selected to optimize the PID controller parameters
of the Second-order Time-delayed System and the Permanent Magnet Syn-
chronous Motor (PMSM) Servo System. They are the PSO algorithm, the
optimization algorithm proposed in this paper (NAPSO), the seeker optimization
algorithm (SOA), and the genetic algorithm (GA). The results show that the
improved algorithm has a better optimal solution.
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1 Introduction

In industrial control, proportion integration differentiation (PID) controllers have been
widely used. The parameter optimization of PID controller has great influence on PID
control system. In recent years, Zhou et al. [1] used particle swarm optimization to find
an optimal set of PID control parameters in the target space, and an air-conditioning
temperature control system was designed as an example. Wei et al. [2] use a GA
algorithm to optimize the PID controller parameters, and they designed a PID controller
parameter optimization system that consists of a microcontroller module. The host
computer processes the real-time voltage and uses ITAE to evaluate the effectiveness of
the optimized PID controller parameters. Zhong et al. [3] proposed a multi-agent
simulated annealing algorithm based on a particle swarm optimization algorithm to
address continuous function optimization problems. Lin et al. [4] used the multi-agent
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simulated annealing algorithm to predict protein structure. However, there is no single
improved PSO algorithm that is based on the methods of natural selection and simu-
lated annealing. This paper adds two methods into the basic PSO algorithm simulta-
neously; then, a new PSO algorithm based on natural selection and simulated annealing
(NAPSO) is produced. The simulation results show that using the improved algorithm
to optimize the PID controller parameters can achieve better control performance.

This paper is organized as follows: Sect. 2 gives a brief description of the PSO
algorithm and optimization algorithm. Section 3 introduces the PID Control and dis-
cusses the process of NAPSO-PID optimization. Section 4 reports the Second-order
Time-delayed System, PMSM servo System and simulation results. Finally, Sect. 5
gives the conclusions of this paper.

2 PSO Algorithm and NAPSO Optimization Algorithm

2.1 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) was proposed in 1995 by Dr. Eberhart and Dr.
Kennedy and was derived from research on bird flocks’ preying behavior. In PSO,
every single solution is a “bird” in the search space. We call it a “particle”. All of the
particles have fitness values that are evaluated by the fitness function to be optimized,
and each particle has a velocity to determine the direction and distance of its flight.

At the beginning of the algorithm, the particle swarm is initialized to a set of
random values in the solution space. Then, the particles are “flown” through the
problem space by following the current optimum particles. In each iteration, every
particle is updated by tracking the two best positions: the first position is the best
position that it has achieved so far, and this position is called the personal best position
(Pbest). The other position that is tracked by the particle swarm optimizer is the best
position that is obtained so far by all particles in the population. This position is the
global best and is called the global best position (gbest).

The update equation of the velocity and position is shown by the following
expression:

vi:dðtþ 1Þ ¼ xvi:dðtÞ
þ c1r1½pbest � xi:dðtÞÞ� þ c2r2½gbest � xi:dðtÞÞ� ð1Þ

xi:dðtþ 1Þ ¼ xi:dðtÞþ vi:dðtþ 1Þ ð2Þ

In the D dimension space, t is the iteration number, vi;d tð Þ is the velocity of particle
i at iteration t, vi:d tð Þ is the position of particle i at iteration t, and x is the inertia weight
to be used to control the impact of the previous history of velocities. Here, c1 is the
cognition learning factor, c2 is the social learning factor, c1 and c2 are random numbers
that are uniformly distributed in [0, 1], Pbest is the particle best value for the individual
variable of particle i, and gbest is the global best position variable of the particle swarm.
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2.2 NAPSO Algorithm

When a particle’s speed, position ‘ and fitness value have been updated, the particle
moves to a random position ‘

0
1 in its neighborhood and computes its new fitness value.

The general procedure of NAPSO is illustrated in the flow chart in Fig. 1.

‘
0
1 ¼ ‘þ mmax � mmin½ � � c1 ð3Þ

Where c1 is the normally distribution random numbers of D-dimension that are
distributed in [0, 1].determines whether to accept the new position and then updates the
particle’s Pbest and gbest. The simulated annealing operation can significantly increase
the ability of the algorithm to jump out of the local optimum trap. The system uses the
simulated annealing algorithm to determine whether to stay in the new position and
thereby improve the rapid convergence effect of the birds. In the improved algorithm, at
the end of each iteration, all particles have been ranked by their fitness values, from

Fig. 1. Flow chart of the NAPSO algorithm
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best to worst, using the better half to replace the other half. In this way, the stronger
adaptability particles are saved.

However, both operations have their own disadvantages. The simulated annealing
operation will slow the speed of convergence, thus increasing the convergence time.
The natural selection operation will reduce the diversity of the samples. These two
operations can compensate for each other. The simulated annealing operation can
increase the sample diversity, and the natural selection operation can speed up the
convergence. The two operations complement each other in the improved algorithm to
both ensure the convergence speed of the algorithm and guarantee that the ability of the
algorithm to jump out of the local optimal trap will be strengthened.

3 PID Controller Parameter Optimization by NAPSO

3.1 The PID Control System Based on NAPSO

The proportional-integral-derivative (PID) controller is widely used in industrial con-
trol systems. The “textbook” version of the PID algorithm is described by [5]:

uðtÞ ¼ kpeðtÞþ ki

Z t

0
eðtÞdtþ kd

deðtÞ
dt

ð4Þ

Where kp is the proportional gain, ki is the integral gain, and kd is the derivative gain.
The core of the PID controller parameters optimization is to use an algorithm to

optimize the PID controller’s parameters: kp, ki and kd . When using the NAPSO
algorithm to optimize the PID controller’s three parameters, Block diagram of the
NAPSO-PID control system is shown in Fig. 2.

In each iteration, the NAPSO algorithm will optimize the values of the three
parameters and deliver the results to the PID controller. The PID controller calculates
the control volume uðtÞ according to formula (4) and delivers it to the controlled object,
which gradually reduces the deviation [6].

Fig. 2. Block diagram of the NAPSO-PID control system
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3.2 PID Parameter Optimization Based on NAPSO

The essence of the PID controller parameters optimization is a parameter optimization
problem based on an objective function. The objective function is the fitness function.
In this paper, the fitness function is defined as an ITAE (Integral Time Absolute Error)
index, which is often used to reflect the system’s quality in a control system. ITAE
represents the integral of the time multiplied by the absolute value of the error, which
can be expressed as follows:

J ¼
Z 1

0
t eðtÞj jdt ð5Þ

The NAPSO algorithm is applied to optimize the PID controller parameters as
follows:

Step 1: Initialize x, c1, c2, and calculate the fitness value of each particle. Define the
initial pbest and initial gbest. Set T to be the simulated temperature; the initial T is
5000 °C, and the lower limit of T is 1 °C.
Step 2: Update the position l and velocity of each particle.
Step 3: Evaluate the fitness value f

0
, randomly find a new position l

0
1 in the

neighborhood of the particle, and calculate the new fitness value (f
0
1) of the new

position.
Step 4: Compare the fitness value with the new fitness, and evaluate the difference,
Df ¼ f

0
1 � f

0
. If Df\0 and f

0
1\gbest, then replace the original position with the new

position.
Step 5: If f

0
1 [ gbest, then keep the original position. If Df [ 0 and f

0
1\gbest, then

generate a random number (randð1Þ) as a probability. But not
p ¼ expðð�1Þ � ðf 01 � f

0 Þ=TÞ[ r4, r4 is a random number that is uniformly dis-
tributed in [0, 1]. Then accept the new position. According to the position of the
particle, update the personal best position and global best position.
Step 6: When all of the updates of the particles are finished, then rank all of the
particles according to the fitness value. Replace the information of half of the
particles (position and velocity) with the information of the other half (the better)
particles, and update the temperature T ¼ T � 0:9.
Step 7: Stop searching when the maximum iteration limit or the fitness value limit is
reached, and then output the three variables of the particles and their corresponding
fitness value; otherwise, return to step 2.

To verify the validity of the algorithm, two different systems (Second-order Time-
delayed System and PMSM Servo System) have been considered to illustrate the
effectiveness of the proposed method. At the same time, the particle swarm opti-
mization (PSO), seeker optimization algorithm (SOA) [7, 8] and genetic algorithm
(GA) were also applied to show the performance of the proposed algorithm.
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4 Experiments

4.1 PMSM Servo System PID Controller Parameters Optimization
and Simulation Results

As an important part of Computer numerical control(CNC) machine tools, the servo
system directly determines the quality of the machining performance. Currently, the
permanent magnet synchronous motor (PMSM) servo system is a high performance
servo system that is commonly used in CNC machine tools [9]. The state equation of
the PMSM servo system in d-q coordinates is expressed as follows [10]:

id
�

iq
�

xr
�

2
64

3
75 ¼

�R=L pnxr 0
�pnxr �R=L �pnuf =L

0 3pnuf =2J 0

2
4

3
5 id

iq
xr

2
4

3
5þ

ud=L
uq=L
�TL=J

2
4

3
5 ð6Þ

To simplify the controller design of the PMSM servo system, id ¼ 0 is often used
in vector control. The PMSM servo system is shown in Fig. 3.

Here, Kc ¼ 3
2 pnuf is the torque coefficient, Ke ¼ pnuf is the back EMF constant,

and B is the viscosity damping coefficient.
According to Eq. (6) and Fig. 3, the CNC machine feeding servo system in the field

orientation (controlled under) can be expressed as follows:

G2ðSÞ ¼ Kc

LJS2 þðRJþ LBÞSþBRþKcKe
ð7Þ

The parameters of the PMSM servo system are designed as follows:

L ¼ 8:5e� 3ðHÞ;R ¼ 2:875ðXÞ;

J ¼ 0:8e� 3ðkm �m2Þ;B ¼ 0:02ðN �m=ðrad=sÞÞ; pn ¼ 4;uf ¼ 0:175ðWbÞ;

Equation (7) can be rewritten as follows:

Fig. 3. Block diagram of the PMSM servo system
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G2ðSÞ ¼ 1:05
6:8 � 10�6S2 þ 2:47 � 10�3Sþ 0:7925

ð8Þ

In the experiment, the system expressed by Eq. (8) is used as the second controlled
object. The system PID controller parameters are optimized by NAPSO, PSO, SOA
and GA. The comparisons of the step responses based on the four algorithms are
displayed in Fig. 4.

Figure 4 shows that the NAPSO optimization step response curve is clearly
superior and the convergence speed of the NAPSO is faster than the others. At 0.035 s,
the curve of the NAPSO algorithm is closest to the curve of the idea output. The
simulation results of the PMSM feed system are presented in Table 1.

As Table 1 shows, the settling time is approximately 0.029 s for NAPSO compared
with approximately 0.037, 0.36 and 0.035 for PSO, GA and SOA, respectively. In
addition, NAPSO has the best ITAE value of the four algorithms, acquiring an ITAE
value of 8.3796, and the ITAE values of PSO, GA and SOA are 12.3795, 11.8784 and

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Time(Sec.)

A
m

pl
itu

de

PSO
NAPSO
SOA
GA

Fig. 4. Step responses of the PMSM servo system

Table 1. Simulation results of the PMSM servo system

Tuning
method

kp ki kd Settling
time (sec)

Overshoot
(%)

ITAE
value

PSO 0.1094 61.6899 0 0.03741 0 12.3795
NAPSO 0.2058 92.2902 3.7148e − 004 0.02914 0 8.3796
GA 0.1363 68.0213 0 0.03615 0 11.8784
SOA 0.1116 68.3148 0 0.03562 0 11.3453

PSO Algorithm Based on Natural Selection and Simulated Annealing 369



11.3453, respectively. It is clear that NAPSO has the best ITAE value, settling time and
overshoot among the four algorithms in the second experiment.

4.2 Second-Order Time-Delayed System PID Controller Parameters
Optimization and Simulation Results

In modern industrial process control, many systems can similarly be seen as a first- or
second-order typical system. In this paper, select the Second-order Time-delayed
System as the first controlled object. The mathematical expression of the first controlled
object is the following:

G1ðsÞ ¼ 0:05
s2 þ 0:2sþ 0:05

e�3s ð9Þ

Next, with the particle swarm optimization (PSO), seeker optimization algorithm
(SOA) and genetic algorithm (GA) to optimize the PID controller’s parameters. For the
first experiment, to make a fair comparison, the maximum generation, population size,
minimum fitness value, range of gains, dimension of search space and initial positions
are identical for all of the algorithms. The maximum number of generations is 100, the
minimum fitness value is 0.1, the size of the population is 100, and the dimension of
the search space is 3. The parameters for the PSO were set as follows: the acceleration
constants c1 and c2 are 2, the dimension is 3, and the inertia weight w ¼ 0:9. The
parameters of the SOA are designed as follows: the minimum membership degree
Umin ¼ 0:0111, the maximum membership degree Umax ¼ 0:95, the maximum weight
wmax ¼ 0:9, and the minimum weight wmin ¼ 0:1. In the GA algorithm, the crossover
probability is 0.9, and the mutation probability updates in a self-adaptive manner.

The optimize results of the four types of algorithm are shown in Fig. 5, and the step
responses are presented in Fig. 6
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Fig. 5. Response curve of the second-order time-delayed system
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In Fig. 5, at the 15th iteration, the ITAE value of the NAPSO algorithm is
approximately 24.08, and the PSO, GA, and SOA are approximately 25.4, 24.6, and
24.8, respectively. It can clearly be seen that the NAPSO algorithm has the best
optimized result among the four types of algorithms, and when the four types of
algorithms obtain the same fitness value, the NAPSO algorithm requires a much
smaller number of iterations than the other algorithms.

In Fig. 6, compared with PSO, the NAPSO has a smaller overshoot and shorter
oscillation cycle, and the system can achieve stability more quickly. The accurate
simulation results of the Second-order Time-delayed System are given in Table 2.

In Table 2, the ITAE value is approximately 24.0218 for NAPSO compared with
approximately 25.3166, 24.7880 and 24.3978 for the PSO, GA and SOA, respectively.
Furthermore, the system overshoot is 36.72% in the case of NAPSO. Compared with
NAPSO, the overshoots of the PSO, GA and SOA are 63.79%, 48.80% and 47.42%,
respectively. Overall, the NAPSO has the smaller ITAE value and overshoot among the
four algorithms in the first experiment.

From the two experiments, it can be seen that when the initial positions and range
of gains are identical for all of the algorithms, the different algorithms produce different
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Fig. 6. ITAE curves of the second-order time-delayed system

Table 2. Simulation results of the Second-order Time-delayed System

Tuning
method

kp ki kd Settling time
(sec)

Overshoot
(%)

ITAE
value

PSO 100 0 80.8380 2.6408 63.79 25.3166
NAPSO 55.8028 0.6136 47.2314 2.1245 36.72 24.0218
GA 75.9074 0.6447 60.7940 1.5371 48.80 24.7880
SOA 77.3687 68.3148 62.7102 1.4745 47.42 24.3978
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values, and the NAPSO algorithm has the better ITAE values in the two experiments.
This finding indicates that the NAPSO algorithm has a better capability for a global
search than the other two algorithms. It is also clearly obvious that in the NAPSO
algorithm, the rapid convergence has improved because the update of the velocity and
positions of the particles no longer depend too much on the current best particle.

5 Conclusions

The optimization of the PID controller parameters is a hotspot in modem manufac-
turing technology. In this study, an improved PSO algorithm (NAPSO) based on
simulated annealing and natural selection is proposed and used in PID controller
parameters optimization. The simulation experiments show that the proposed algorithm
performs well in the Second-order Time-delayed System and the PMSM Servo System.
The results of the NAPSO were compared with PSO, SOA and GA, with the result that
the NAPSO has higher accuracy and faster convergence than the other three algo-
rithms. The proposed algorithm can provide a new method for addressing PID con-
troller parameter optimization and has definite value for applications in modem
manufacturing technology. However, the NAPSO has the disadvantage of strong
randomicity. In the future, we plan to study which is the more effective method for
improving the prediction results.
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