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Abstract. The LEO constellation has been a valuable network framework due
to its characteristics of wide coverage and low transmission delay. Utiliz-
ing LEO satellites as edge computing nodes to provide reliable computing
services for accessing terminals will be the indispensable paradigm of integrated
space-air-ground network. However, the design of resource division strategy in
edge computing satellite (ECS) is not easy, considering different accessing
planes and resource requirements of terminals. To address these problems, we
establish the resource requirements model of various terminals. Meanwhile, the
advanced K-means algorithm (AKG) is provided to realize ECS resource allo-
cation. Then, a fleet-based adjustment (FBA) scheme is proposed to realize
dynamic adjustment of resource for ECSs. Simulation results show that the
proposed dynamic resource adjustment scheme is feasible and effective.

Keywords: Edge computing � LEO satellite network � Resource adjustment �
Space-air-ground network

1 Introduction

The Low earth orbit (LEO) constellation network is making an important role in the
space-air-ground integrated communication network. Compared with about 500 ms
communication delay utilizing geosynchronous earth orbit (GEO) satellites, LEO
constellation has the advantages of low delay, high capacity, full coverage and man-
ageability [1, 2]. Moreover, it can guarantee the efficient communication in the areas
such as polar region, desert, oceans and air that are difficult to reach by GEO satellite or
terrestrial base stations, so as to achieve global network coverage [3]. With the
development of intelligent terminals, the demand for real-time data processing is
impending. LEO satellite has been difficult to meet the real time data computing for
terminals [4]. Therefore, the fusion of LEO constellation and the edge computing
paradigm to enhance the real-time management of intelligent terminals has gradually
attracted attention. As Fig. 1 shows, the edge server can be deployed in the LEO
satellite, making LEO satellites become edge computing satellites (ECSs), where the
data processing module for terminals are installed. Computing resources of ECS can be
split into virtual machines (VMs) with different specifications to implement data
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processing for various terminals [5]. However, the design of resource division strategy
in edge computing satellite (ECS) is not easy, considering different accessing planes
and resource requirements of terminals. Since LEO satellites are moving at a relatively
high speed, its topology and coverage area in the next time slot may change, leading to
the reconfiguration of the resources in ECSs. The resources and time spent on
reconfiguration may affect the ability of ECS for real-time data processing. Therefore, a
dynamic resource adjustment scheme is needed to help the ECS realize real-time data
processing for intelligent terminals.

The scheduling of resources in satellite networks is an ongoing research area and
there have been some important studies. Authors in [6] considered the cooperative
mechanism of relay satellites deployed in GEO and LEO and proposed a multiple
access and resource allocation strategy for GEO relay in LEO satellite network. But
they didn’t consider the high data transmission latency of GEO satellites, about 500 ms
round trip time. Sinha et al. [7] presented a multi-agent based modeling of LEO satellite
network. Satellites were modeled as autonomous agents and could collaborate with
other satellite agents. The allocation of tasks by the agents was modeled as a distributed
constraint optimization problem. But small-scale self-organizing networks may affect
other satellites, causing unnecessary link congestion. Sheng et al. [8] constructed a
novel graph model to describe the evolution of multi-dimensional resources in satellite
network. They proposed a resource allocation strategy to facilitate efficient cooperation
among various resources. Although the performances of the LEO satellite network
were improved, these studies could not provide dynamic management schemes for
resources in each LEO satellite. In order to solve the above shortcomings, this paper
considers the resources management in ECSs. In particular, the dynamic management
strategies in ECS are provided. Traffic modeling [9], traffic estimation [10], network
selection [11], energy efficiency [12] and network behaviors [13] are studied in pre-
vious work.

The rest is arranged as follows. Section 2 constructs the mathematical model of
resource division in ECS and propose the dynamic resource adjustment scheme. The
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Fig. 1. The edge computing satellite network model.
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simulation results and analysis are shown in Sect. 3. Finally, we conclude our work in
Sect. 4.

2 Mathematical Model

In edge computing satellite network, each ECS can connect multiple terminals by the
user data links (UDLs). The ECS generates the corresponding VM to provide com-
puting services for the terminal. Therefore, a problem need to be considered that how to
allocate the computing resources of ECSs for the terminals, so as to not only meet the
computing demand, but also realize reasonable resource configuration.

2.1 Resource Allocation in ECS

Different terminals have different data computing demands. For example, due to the
relatively high-speed motion between UAVs and satellites, low delay data transmission
is required to reduce signal distortion. Considering the data center has fixed location
and need to receive various types of terminal data, there is a high bandwidth demand
for it when accessing ECS. Frequent link switching may result in partial data loss, so
for sensor nodes and ships, it is necessary to select ECS for data processing with long
connection time. Therefore, intelligent terminals can be divided into three types: delay
sensitivity, bandwidth sensitivity and connection time sensitivity.

Delay Sensitivity: Without considering the time taken by the signal transmission and
reception, the time taken by transmitting the information from the terminal to the ECS
is assumed as the transmission delay diEðtÞ:

diEðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxEðtÞ � xiðtÞÞ2 þðyEðtÞ � yiðtÞÞ2 þðzEðtÞ � ziðtÞÞ2

q
c

ð1Þ

where ðxiðtÞ; yiðtÞ; ziðtÞÞ and ðxEðtÞ; yEðtÞ; zEðtÞÞ respectively represent the three-
dimensional coordinates of ECS E and terminal i, and they are all functions of time. c is
the speed of light. If terminal i has a fast speed it will has a large value of d0iEðtÞ

d0iEðtÞ ¼
DdiEðtÞ
Dt

ð2Þ

The value of d0iEðtÞ is denoted by DiE to express the delay sensitivity of terminal i.

Bandwidth Sensitivity: The data transmission rate always depends on the bandwidth
provided by the ECSs’ transceiver and the unit is Mbps. If the communication link is
established between ECS E and terminal i, the maximum available bandwidth BEi is the
smaller available bandwidth value B for both nodes:

BEi ¼ minðBE;BiÞ ð3Þ

The value of BEi can be used to describe the bandwidth sensitivity of terminal i.
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Connection Time Sensitivity: Frequent link switching may result in partial data loss
of terminals like sensors and ships, so these terminals have high connection time
sensitivity. The link connection time starts with the establishment of transmission links
and ends with the satellites lost their physical visibility. We define the critical time
when link establishment as T0 and when two nodes lose physical visibility as Tmax, the
link connection time TEi can be expressed as follows:

TEi ¼ Tmax � T0 ð4Þ

The three types of sensitivities of n terminals can be expressed as
fD1E;D2E; . . .DnEg; fB1E;B2E; . . .BnEg and fT1E; T2E; . . .TnEg. For convenient com-
parison with the other indicators, we normalize the DiE as D�

iE;BiE as B�
iE and TiE as T�

iE:

D�
iE ¼ DiE � Dmin

Dmax � Dmin
� 100 ð5Þ

B�
iE ¼ BiE � Bmin

Bmax � Bmin
� 100 ð6Þ

T�
iE ¼ TiE � Tmin

Tmax � Tmin
� 100 ð7Þ

where Dmax Bmax Tmax and Dmin Bmin Tmin are the maximum and minimum values in the
dataset. Finally, the terminal indicator set can be expressed as X:

X ¼ fx1; x2; . . .xng ð8Þ

where xi ¼ ðD�
iE;B

�
iE; T

�
iEÞ is a three-dimension vector to represent the sensitivity

characteristics of terminal i. In order to achieve the terminal clustering, Disij is defined
as the Euclid distance between terminals of the same cluster:

Disij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðD�

iE � D�
jEÞ2 þðB�

iE � B�
jEÞ2 þðT�

iE � T�
jEÞ2

q
ð9Þ

Suppose the classified cluster is fC1;C2; . . .Cng, the average distance Dis in the
same cluster can be expressed as

Disij ¼
Pn

i¼1

Pn
j¼1;j6¼1 Disij
Ci
n

ð10Þ

According to above equations, the standard deviation SDi of the terminals in the
same cluster is:

SDi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

Pn
j¼1;j 6¼1 ðDisij � DisijÞ2

Ci
n

s
ð11Þ
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In the cluster i, the smaller the SDi value, the higher the similarity of the terminals.
In the results obtained by the clustering algorithm, the minimum of the maximum
standard deviation of all clusters is pursued:

minfmax SDig; i ¼ 1; 2; 3; . . . ð12Þ

The clustering algorithm will choose k-means algorithm, which has simple and fast
clustering ability. At the same time, the number of initial clusters and clustering centers
can be preset to reduce the computation complexity and clustering error. The quadratic
mean of each dimensional data is used to generate the initial cluster center:

Dsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D�2

1E þD�2
2E þ � � � þD�2

nE

n

r
ð13Þ

Bsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B�2
1E þB�2

2E þ � � � þB�2
nE

n

r
ð14Þ

Tsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T�2
1E þ T�2

2E þ � � � þ T�2
nE

n

r
ð15Þ

The initial coordinates are ðDsq; 0; 0Þ, ð0;Bsq; 0Þ and ð0; 0; TsqÞ. In this paper, the
advanced K-means algorithm (AKG) is used to cluster the terminals. The detailed steps
are as follows:

Step 1: Select ðDsq; 0; 0Þ; ð0;Bsq; 0Þ and ð0; 0; TsqÞ as the centers of three clusters;
Step 2: Calculate the distance from the remaining terminals fx1; x2; . . .xng to each
cluster center and classify these terminals into the nearest cluster center;
Step 3: Calculate the average values Disij of terminals in each cluster respectively and
designate them as the new cluster centers.
Step 4: Iterate Step 2 and Step 3 until reaching the threshold or cluster centers are not
changed.

Through the AKG algorithm, terminals are divided into three categories. The ECS
calculates resource requirements of each type of terminals for VM resource allocation,
so that each terminal can obtain appropriate computing resources.

2.2 Dynamic Adjustment

The above scheme help the ECS to realize the reasonable division of resources.
However, the resource configuration of one ECS is different when flying over different
regions. Therefore, a fleet-based adjustment (FBA) scheme is proposed to reduce the
unnecessary consumption of ECSs. Actually, the ECS network can be modeled by the
IM matrix like:
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IM ¼ ðxijÞm�n ¼
x11 x12 � � � x1n

x21 x22 � � � x2n

..

. ..
. � � � ..

.

xm1 xm2 � � � xmn

2
6664

3
7775 ð16Þ

where xij is denoted as the weight of satellite j in orbit i. Meanwhile, xij is the function
of parameter Dij;Bij; Tij; degij:

xij ¼ f ðDij;Bij; Tij; degijÞ ð17Þ

where degij is the accessing number of terminals in each ECS. The xij can be regarded
as a multi-dimensional vector. Among the parameters, Dij and Tij may not be inde-
pendent for each other. So the principal component analysis (PCA) method is utilized
to reduce the data dimension and improve the accurate of evaluation for each ECS. The
covariance matrix of the two variables is calculated as:

C ¼ c11 c12
c21 c22

� �
ð18Þ

where

c11 ¼ covðDij;DijÞ ¼ E Dij � E Dij
� �� �2 ð19Þ

c12 ¼ covðDij; TijÞ ¼ E ðDij � E½Dij�ÞðTij � E½Tij�Þ
� � ð20Þ

c21 ¼ covðTij;DijÞ ¼ E ðTij � E½Tij�ÞðDij � E½Dij�Þ
� � ð21Þ

c22 ¼ covðTij; TijÞ ¼ E Tij � E Tij
� �� �2 ð22Þ

After that, the eigenvalues k1 and k2.of the matrix C is calculated. The corre-
sponding eigenvectors are a1 and a2. Then the eigenvector corresponding to the largest
eigenvalue is selected, such as a2 to k2. Finally, the random variable Y is obtained as:

Y ¼ aT2 � ðDij; TijÞ ð23Þ

where Y is the final random variable with only one dimension:

Y ¼ ðy1; y2; . . .; ynÞ ð24Þ

So the function of xij is further transferred as:

xij ¼ f ðYij;Bij; degijÞ ð25Þ

To compare the similarity of each ECS, firstly the values of three parameters should
be converted from different dimensions into one-dimensional weight value. The
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weighted average method is used to calculate the final weight value of each ECS. The
calculation process is as follows:

Pij ¼
Xl
i¼1

xidij þ
Xk�1

i¼1

xid
0
ij

 !
=
Xk
i¼1

xi ð26Þ

where

dij ¼ xij � xðsÞi

xðhÞi � xðsÞi

;

i ¼ 1; 2; � � � ; k; j ¼ 1; 2; � � � ; n
ð27Þ

d0ij ¼
xðhÞi � xij

xðhÞi � xðsÞi

;

i ¼ 1; 2; � � � ; k; j ¼ 1; 2; � � � ; n
ð28Þ

Pij is the performance evaluation of ECS Eij. k is the total number of the parameters
selected. l is the number of positive parameters selected. n is the number of ECSs in the
evaluation. wi is the weight of the parameters i. xij is the value of the parameters i in Eij.

xðhÞi is the optimal value of the parameters i. xðsÞi is the average value of the parameters
i. dij is the evaluation score of the parameters i in Eij. d0ij is the evaluation score of the
inverse parameters i in Eij. The inadmissible value of a parameter is the worst value that
should not appear in the evaluation. The optimal value is the best value that the
parameter can achieve. The ECS network evaluation can be calculated as:

PN ¼
Xn
i¼1

PLixi

 !
=
Xk
i¼1

xi ð29Þ

where PN is the performance evaluation of the network. n is denoted as the number of
ECSs. xi is the performance weight of Eij. Meanwhile, supposing that the ECS fleet is
X ¼ ðx1; x2; . . .xmÞ and the control time of xi is ti:

x1 ¼ t1; x2 ¼ t2; x3 ¼ t3; . . .; xm ¼ tm ð30Þ

Then the whole control period Pe is

Pe ¼
Xm

i¼1
ti ð31Þ

It means satellite xi will be the ECS of the region once again after Pe time. The
evolution of the configuration for one certain region will be carried out after Pe time.
During Pe, ECSs with similar xij have similar computing requirements. Configurations
of ECSs can be inherited from the above ECSs in the fleet, as shown in Fig. 2. The
resource for ECSs achieve dynamic management in spatio-temporal dimension.
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3 Simulation Results and Analysis

The simulation is carried out in the integrated simulators where the space-air-ground
network has established. A predictable LEO satellite network is constructed with the
use of the Satellite Tool Kit (STK) simulator. The satellite model is established with
reference to iridium constellation to guarantee the practical application. Meanwhile, we
randomly created 100 UAV terminal nodes, 200 ship nodes and 200 sensor nodes in
the Pacific Ocean initially using STK. Then we connect STK with MATLAB to obtain
the satellites and terminal data, where the calculation and comparison of the proposed
scheme and other methods are also carried out. Meanwhile, the node data is imported to
the Qualnet simulator to establish the heterogeneous network for network performance
evaluation. Each terminal node is assigned different values of three sensitivities
according to their characteristics of resource demand.

00 00 00 00 12 23 01 25 21 01 49 08

ECS Plane

1

2
3

4

1
2

3

1

2 1

Configuration transfer

Fig. 2. The dynamic configuration transfer model.

Fig. 3. Error comparison of two clustering
algorithm.

Fig. 4. The clustering result of AKG.
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In the simulation, we first verified the classification precision of the proposed
advanced k-means algorithm (AKG). As shown in Fig. 3, we compare the clustering
errors of the basic k-means algorithm, meanshift clustering algorithm (MCA), density-
based clustering algorithm (DCA) and the proposed AKG algorithm with the increase
of terminal numbers. The trends of error change is plotted by curves. It can be seen that
the clustering error of AKG is significantly lower than the other three algorithms. This
is because the clustering center at the initialization of the AKG has been calculated
regularly, while the basic k-means algorithm and the other two methods just randomly
select the clustering center. The selection of clustering center will greatly affect the
accuracy and computational complexity of the algorithm. The clustering result is
expressed as Fig. 4, which shows a good terminal classification result.

The additional calculation of the ECS network for dynamic resource adjustment
will be analyzed. As Fig. 5 shows, the methods of basic K-means, AKG and fleet-based
adjustment (FBA) are compared. The additional calculation of method basic K-means
rises rapidly with the increase of the number of involved ECSs, followed by AKG.
The FBA method occupies the least amount of additional calculation. This is because
the configuration of FBA is obtained from the previous ECS in the fleet, so there is no
need to reuse the clustering algorithm for terminal classification. It only requires the
adjustments based on the obtained configuration. Therefore, the FBA method can save
more computing resources for ECSs.

The resource utilization of ECSs has a great influence on the performance of the
satellite network. Next we will analyze the resource usage of ECSs under different
methods to reflect the change of load balancing, total resource usage and robustness of
the ECS network. In addition to the methods of AKG, DCA, MCA, Basic k-means, the
TEG method in [14] is added to the comparison, which separated the computing
resources and cache resources to realize efficient resource usage. Actually, the variance
of resource usage of ECS nodes can reflect the load balancing of the ECS network to
some extent. Figure 6 compare the variance change of different methods. It can be seen
that the variance values of all five methods is increasing with ECS number increase.
This is because different ECS has undertaken different amounts computing services of
terminals. But the variance of the AKG method grows the slowest. Referring back to
the above, the AKG method can help ECS to partition computing resources accurately,
so that the uneven utilization of resources caused by allocation errors is reduced.
Similarly, Fig. 7 shows the difference of total resource usage of the five methods. It can
be seen that the total resource usage of AKG method is always the lowest. Therefore,
accurate resource allocation can reduce resource waste and improve load balancing
performance of the whole network. Meanwhile, we use the number of high capacity
nodes to reflect the robustness of the ECS network in Fig. 8. The threshold of uti-
lization of each ECS node is set to 0.7. We can see that the AKG method always has
the most available ECSs with terminal number increase, which maintains the robust-
ness of the ECS network. All the above show that the proposed scheme provides higher
clustering precision and resource utilization, compared with other methods.
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4 Conclusions

This paper studies the resource management in the edge computing satellite network.
We jointly consider the dynamic resource division and adjustment strategies in edge
computing satellite (ECS). An advanced K-means algorithm (AKG) is proposed to
guide the resource division in ECS. Meanwhile, a fleet-based adjustment
(FBA) scheme is designed to realize dynamic adjustment of resource for ECS. The
simulation results show that the proposed dynamic resource adjustment scheme is
promising.
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