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Abstract. Influence maximization is to find a small number of seed nodes in
the network that maximize their influence on the network. Existing algorithms
select a seed node with the greatest influence. This will inevitably have an
influence on mutual coverage, which will have a more or less negative impact on
the final results and reduce the performance of the algorithm. In this paper, Node
Diffusibility is proposed, and it is updated in real time and eliminated the
deviation caused by its overlay. On the basis of traditional calculation of node
influence, more attention was paid to the influence of a node’s neighboring
nodes rather than to the characteristics of the nodes themselves. The proposed
algorithm was evaluated by experiments conducted on selected real data sets.
Compared with the classical ranking-based algorithms, MaxDegree and
PageRank, the proposed algorithm achieved better results in terms of efficiency
and time complexity.
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1 Introduction

With the continuous development of network technology, social networks have become
more and more widely used in real life, which has changed the way people commu-
nicate or share information. A social network is a complex network that consists of
many individuals and their connections. When a person gets a product or a message, he
could recommend it to others. Some of them would accept the message and spread to
more people nearby under the effect of “Word of Mouth”. In this way, the message will
be spread from several individuals to some groups. The social information platform is
booming and its market value is increasing. For example, it has a strong practical
significance in virus marketing [1, 2] and public opinion control. How to spend the
least cost to get the most extensive dissemination range, namely to obtain the maximum
influence has become the most important thing for information publishers. This is also
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the most critical part of the information dissemination process. Based on the social
communication model, this paper will simulate the process of information diffusion in
social networks and discuss the influence maximization [3, 4].

The spread and diffusion of social networks have a long history of social science. In
recent years, many scholars have conducted deep research on these topics. Social
networks have become a research hot spot at present, mainly including the information
dissemination modeling in the social network [5], community detection, the calculation
of user influence, and the study of the influence maximization. Richardson et al. [6]
introduced the issue of influence maximization and defined it specifically in social
networks. Kempe et al. [7] studied this problem in detail and abstracted it into a discrete
optimization problem to simulate the information transmission process. Many algo-
rithms, such as Greedy algorithm [8, 9] and Heuristic algorithm [10, 11], are been used
to solve the problem of influence maximization in social networks. The algorithm of
influence maximization is to select some high-impact seed nodes through some
appropriate methods and maximize the influence by spreading the messages from these
seed nodes.

In the study of the influence maximization algorithm for social networks, Kemple
and Kleinberg proposed Greedy Algorithm, which selects the node that can bring the
maximum influence benefits each time. However, there exists a problem during the
process of influence maximization. The selected seed nodes with the largest influence
inevitably have the influence of mutual coverage. In order to address these issues node
diffusibility is defined. Then, based on the traditional calculation of node influence we
paid more attention to the influence of a node’s neighboring and updated the diffusion
in real time instead of just to the characteristics of the node itself. Finally, an algorithm
is proposed to maximize the influence of real-time diffusibility based on the Linear
Threshold Model [12].

The rest of this paper is organized as follows. Section 2 introduces the related work.
Section 3 presents a new concept, the algorithm framework, and two optimization
methods. Section 4 presents the experimental results. Finally, Sect. 5 concludes this
study by highlighting our main contribution and future research work.

2 Related Work

Kempe et al. [7] first established the model of influence maximization, which aims at
finding the most influential K nodes on a specific dissemination model. They pro-posed
Greedy Algorithm, and simulated the information dissemination process of K rounds in
the whole network diagram. The marginal influence of nodes was calculated for
selecting seed nodes in each round, and the most influential node could be gained.
However, this process is very time-consuming, and the local optimum cannot reach the
optimal result of the final dissemination.

Set Covering Greedy Algorithm [13] is another Influence Maximization Algorithm.
Once a node is selected as a seed node, all its neighboring nodes will be marked as
covered. The algorithm chooses the uncovered node with the highest degree each time,
that is, the node with the largest coverage. However, the coverage mentioned here is not
equal to activation, so the experimental results are not good for influence maximization.
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Heuristic algorithm based on node centrality is a method to reduce the complexity.
To evaluate the centrality of nodes in the network [14], many algorithms are proposed,
such as Degree Centrality [15, 16], Closeness Centrality [17], Betweenness Centrality
[18] and PageRank [19, 20]. Degree Centrality is the most common and simplest
measurement. The greater the Degree Centrality of the node, the more important the node
is in the network [15]. Closeness Centrality is another index to measure the centrality of
nodes by calculating the path length of each node to other nodes. If the path length of one
node to other nodes is small, the influence of this node may be greater, also the infor-
mation diffused by this node will disseminate more easily [17]. Betweenness Centrality
is related to the shortest paths of two nodes in the network. If plenty of these shortest
paths pass through one node, this node is considered to have high Betweenness Cen-
trality [18]. However, PageRank is different from each of the three ways mentioned
above [19]. It’s used to evaluate the influence of Web pages. It can also be understood as
a method to measure the importance of nodes. Kitsak et al. [21] proposed k-core algo-
rithm to evaluate the dissemination influence of nodes, and proposed Maximum Core
Algorithm Based on Coverage andMaximumDegree Algorithm. K- core decomposition
measures the centrality of one node by its location in the network. If the centrality of a
node is large, it can be gained that this node is in the core position of the network, and its
influence may be greater. Cao Qiuxin et al. [22] proposed Core Covering Algorithm,
which combined the k-core algorithm and degree centrality to calculate the influence of
each node. However, these traditional node centrality index always ignore the charac-
teristics of its neighboring nodes. Degree Discount [3] is an optimization of it. Chen et al.
pointed out that when some of one node’s neighboring nodes are seed nodes, the degree
of the node should be discounted to avoid the overlap of influence.

In addition, there exists some Influence Maximization Algorithm Based on Com-
munity Discovery [23]. In social networks, people will formmany communities be-cause
of various interests and hobbies. Social networks can be divided into many small
aggregation areas according to certain characteristics through some behaviors of people.
Heuristic algorithm is not always so effective. In addition, the greedy algorithm adds seed
node every time and calculates the marginal impact of all inactive nodes, which makes
the algorithm run for a long time. Therefore, a better evaluation of node influence needs
to be studied. In this paper, we pay attention to the influence of a node’s neighboring
nodes and eliminates the superimposed influence between neighboring nodes. The aim
of this study is to achieve better results with the less computational time cost.

3 Influence Maximization Algorithm Based on Real-Time
and De-superimposed Diffusibility

In this section, node diffusibility, a new metric that measures the importance of the
node, is defined. It takes the overall impact of the node and its neighbors into account.
Loss coefficient is added to simulate the loss caused by information diffusion. Based on
experiments, it is found that the nodes with larger diffusibility have higher diffusion
range coincidence. Also, node diffusibility is updated in real time to get the most
realistic dissemination process. Besides, eliminating the negative effect caused by
diffusibility superposition is also considered to get more precise conclusions.
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3.1 Node Diffusibility

In an information dissemination network, each node has a different situation and status.
Thus, these nodes play different roles in information dissemination. Therefore, it is of
great significance to judge the status and importance of a node in the network. Tra-
ditional node importance metrics, such as Degree Centrality and Node Influence,
usually focus on some factors directly related to one node while ignoring the features of
the relevant nodes connected with it. Generally, there exists a fact that the degree of a
certain node is very large, but the degree of its neighboring nodes is relatively small.
Thus, its influence cannot reach a high level.

To solve the above problems, a newmetricNodeDiffusibilitywas proposed. Based on
the traditional nodes influence, we considered the influence of the neighboring nodes of
one node. The influence of the node spreading i layers is positively correlated with the
influence of its neighboring node spreading i − 1 layers (i > 1). According to the sim-
ulation experiments, the necessary condition for one node to be activated is that the gained
influence from the surrounding activated nodes reaches its own threshold. So the diffusion
of information over each layermust be accompanied by a certain loss. To simulate the loss
caused by dissemination, a variable called Loss Coefficient was defined to quantify it.

The estimation formula of node diffusibility is as follows:

db u; ið Þ ¼ db u; i� 1ð Þþ
X

v2U0 dbðv; i� 1Þ � ls� bðu; vÞ ð1Þ

db u; 1ð Þ ¼
X

v2U0 bðu; vÞ ð2Þ

where db(u, i) represents the diffusibility of node u spreading i layers; U’ is the
neighboring node of u; the ls represents the loss coefficient; b(u, v) represents the effect
of the active node u on the neighboring node v, calculated by 1/(d(v)); d(v) represents
the degree (in-degree in the directed graph) of the node v.
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Algorithm 1 is node diffusibility calculating algorithm (NDC). The effect of node
can be calculated, and the loss coefficient is defined to simulate the loss of effect caused
by dissemination. The algorithm selects top k nodes that have larger diffusibility.
Though we need to consider several layers of dissemination, the time complexity of
NDC is O(E) by memorization. The space complexity is mainly consumed on the
storage of the network, which is O(E). E is the number of edges.

3.2 Influence Maximization Based on Real-Time and De-superimposed
Diffusibility

In order to apply the diffusibility in the dissemination model, some verified experiments
were carried out. By combining with the Linear Threshold Model, the top-k nodes of
the diffusibility were selected as the seed nodes, and the number of nodes that can be
activated could be gained. Through experiments, it is found that the diffusion range of
the nodes with large diffusibility is high. Thus, the following two improvements were
propose:

(1) Update the node diffusibility in real time

As known that each seed node has an influence on its neighboring nodes. And several
such influences will contribute a part of the total influence of the seed node. Consid-
ering the following situation, one node v can reach node u after being diffused through
n layers. After the node u is selected as a seed node, it is obvious that the node u does
not have the ability to provide a contribution value for the influence of the node
v. Therefore, under the premise of maintaining the original diffusibility base, the
influence contribution value of node u on node v should be subtracted. The specific
formula is as follows:

dbðv; iÞ ¼ dbðv; iÞ �
X

v2U0 bðv; uÞ � lsi ð3Þ

The result of this formula indicates the influence of node v which can diffuse to
node u in i layers.

(2) Eliminate the superposition effects of diffusibility

Obviously, the effect of the activated node u on node v is through the indirect dis-
semination of the nodes that are on the path of node u to node v. Consider the following
situation, node u has been selected as the seed node, assuming that node u has an effect
on node v through node p, this effect is the indirect impact of node u on node v, which
is included in the direct impact of node p on node v. Therefore, we need to subtract the
partially superposed influence of node u on node v when calculating the diffusibility of
node p. The specific formula is as follows:

dbðp; cÞ ¼ dbðp; cÞ � dbðu; c� iÞ � lsiþ 1 ð4Þ
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The result of this formula (4) indicates the influence of node p which can diffuse to
node u in c layers, and node u can diffuse to node v in i layers.

When a node is selected as a seed node, the nodes within n layers should be
updated as above. The pseudo algorithm is shown in Algorithm 2.

Algorithm 2 is influence maximization algorithm based on real-time and de-
superimposed diffusibility (RDD). This algorithm is designed based on Algorithm 1 by
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updating the node diffusibility in real time and eliminating the superposition effects of
diffusibility, which makes influence maximization more effective. The average time
complexity of RDD is O(E*(E/V) (n−1)), and the space complexity is O(E). E is the
number of edges. V is the number of nodes. n is the number of layers considered. RDD
consumes little time than traditional heuristic algorithms like MaxDegree when n is not
large, but it is much faster than Greedy Algorithm.

4 Experiments

4.1 Data Set

The experiment was conducted to verify the effectiveness of the algorithm proposed.
The first data set is Gnutella peer-to-peer network, which is derived from data sets

published in the social networking field for various tests [24]. It is a snapshot of a series
of Gnutella peer-to-peer file sharing networks. Nodes represent hosts in the Gnutella
network topology. And edges represent connections between Gnutella hosts. The
second data set is PGP network [25], which is a list of edges of the giant component of
the network of users of the Pretty-Good-Privacy algorithm for secure information
interchange. The data set is described in Table 1.

The effectiveness of the algorithm is reflected by the number of nodes that the
selected seed nodes can affect through dissemination in final, which means the range
that nodes can influence.

4.2 Results and Analysis

Experiments were conducted based on the linear threshold model. And the formula of
buv is buv = 1

dðvÞ. The value of the threshold is set as 0.8 for each node.

Considering the different number of layers, the results are shown in Figs. 1 and 2,
respectively, with the loss coefficient being 0.2. It can be seen that only one layer of
dissemination is considered to be less effective. The effect is much more remarkable on
Gnutella p2p network. For 2–4 layers, the differences are insignificant. This is because
the effect is weakened after the transmission of multi-layers. Therefore, there is no need
to consider too many layers.

Table 1. The information of data set

Gnutella p2p network PGP network

Nodes 8717 10680
Edges 31525 24316
Average clustering coefficient 0.0067 0.26598
Number of triangles 1142 164.9K
Fraction of closed triangles 0.002717 0.377912
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Considering the different value of loss coefficient, the result is shown in the Figs. 3
and 4 when the number of layers is 2. It can be seen that the effect of three different
value of the loss coefficient is insignificantly different. On PGP network, the difference
of effect among each loss coefficient is much smaller. The reason is that the algorithm
RDD has been optimized. Loss coefficient has less effect on the algorithm. As for the
Gnutella p2p network, when the loss coefficient is 0.2 the dissemination is slightly
better than others, the loss coefficient is set as 0.2 in other experiments of this paper.

Test the Pre-optimized Algorithm (NDC) and the Optimized Algorithm (RDD)
The loss coefficient is set to 0.2 on these two data set, and the effect is shown in Figs. 5
and 6 when the number of layers is 2. It can be seen that the overlap of influence has a
large effect on the result when there are more nodes selected in the seed set.

Fig. 1. The algorithm effectiveness of
different layers on Gnutella p2p

Fig. 2. The algorithm effectiveness of dif-
ferent layers on PGP

Fig. 3. The algorithm effect of differ-
ent loss coefficient on Gnutella p2p

Fig. 4. The algorithm effect of different
loss coefficient on PGP
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When the loss coefficient is large, the optimization still maintains good performance.
But the performance before the optimization is greatly reduced as shown in Figs. 7 and
8. On PGP network, when the loss coefficient is 0.2, the influence has no significant
effect. If we set the loss coefficient to 0.8, the optimization performs better.

Comparison of Different Algorithms’ Effect
We compared the proposed algorithm with two existing classical ranking-based
algorithms, MaxDegree and PageRank. And the results are shown in Figs. 9 and 10,
respectively. For Gnutella peer-to-peer network, the effectiveness of the algorithm is
obviously better than the two existing algorithms. The difference between RDD and
PageRank’s effectiveness is not great on PGP network, but PageRank needs matrix
calculation, which consumes a lot of space.

Fig. 5. The algorithm effect on Gnutella
p2p (ls = 0.2)

Fig. 6. The algorithm effect on PGP
(ls = 0.2)

Fig. 7. The algorithm effect on Gnutella p2p
(ls = 0.8)

Fig. 8. The algorithm effect on PGP
(ls = 0.8)
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Comparison of Time Complexity
When the threshold is set to 0.8 and the number of layers to 2, we can gain the
comparisons of the time complexity among MaxDegree, PageRank and proposed
algorithm. We found that the cost of time mainly happened in calculating the number of
final activated nodes. The algorithm MaxDegree only calculates out-degree of nodes
one time, and the cost of time mainly happened on calculating the number of final
activated nodes. Therefore, the algorithm MaxDegree can be used as a benchmark for
this time-consuming. When considering two layers of nodes, the algorithm consumes
less and can get better results as shown in Fig. 11.

Fig. 9. Comparison of different algorithms’
effect on Gnutella p2p

Fig. 10. Comparison of different algori-
thms’ on PGP

Fig. 11. The comparison of time complexity
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5 Conclusion

This paper proposed a new concept, node diffusibility, and a measure metric of node
influence. Node diffusibility takes the overall impact of the node and its neighbors into
account. Moreover, in order to apply the diffusibility in the dissemination model, an
influence maximization algorithm based on real-time and de-superimposed diffusibility
was proposed. The algorithm reduces the coincidence of influence of seed node
effectively. And the related experiments verified that the method based on the linear
threshold model is effective. The results demonstrated that our proposed algorithm
works well.

Our future work will focus on the effects of the algorithm on special networks such
as weighted graphs, the influence of information timeliness on the result. Also, the
influence of node characteristics on the effects of dissemination will be taken into
account.
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