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Abstract. With the increasing of software complexity and user
demands, collaborative service is becoming more and more popular. Each
service focuses on its own specialty, their cooperation can support com-
plicated task with high efficiency. To improve the resources utilization,
virtualization technology like container is used and it enables multiple
services running in the same physical machine. However, since the host
physical machine is shared by several services, the resource competition
is inevitable. Isolation is an effective solution, but the weak isolation
mechanisms of container cannot handle such complicated scenarios. In
the worst situation, the performance of services cannot meet the require-
ments and the system may crash. In order to solve this problem, we
propose a priority-based optimization mechanism for I/O isolation after
analyzing the characteristics of typical service workloads. Based on the
real-time performance data, priority is automatically assigned to each
service and corresponding optimization methods are applied. We eval-
uate the optimization effects of the priority-based mechanism in both
static and dynamic workload cases, besides, the influence of different
priority order is also analyzed. The experimental results show that our
approach can indeed improve the system performance and guarantee the
requirements of all the running services are satisfied.
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1 Introduction

With the development of the Internet and computing technology, one service
cannot support the various requirements of users, especially when applications
are becoming more and more complex. For example, the web services nowadays
are often composed of multiple sub-services such as location, video and commu-
nication to satisfy users’ demands [5]. The cost of developing and maintaining
a “perfect” application/service that has all the functions that users request will
be huge. Hence, collaborative service is applied [18,21]. Each service is respon-
sible for a small portion, the workload is decomposed and distributed to several
services. By cooperating with each other and sharing intermediate data and
resources, the complex task can be finished efficiently. Single service normally is
simple and the resources requirement is low. To improve the resources utilization
of servers, multiple services are deployed on a same physical machine. If these
services are working on a same task, they can use memory/disk to transmit the
data instead of network, which also further improves the service performance
and security.

Virtualization is used to support multiple services running in one physical
server. Container [1,4], as a lightweight virtualization technology which does
not pack the guest operating system, is widely used since it provides high
resources utilization and low overhead. Although we deploy multiple services
in one machine, the services themselves are independent, even they may work
together. To make sure their execution are normal and not influenced by others,
there should be strict resource isolation mechanisms. However, container mainly
relies on the original Namespace and the Cgroups of the Linux to provide isola-
tion feature [16,20]. It cannot properly handle the severe competition situations.
Besides, the workload and functionality of collaborative services are various, the
different behavior/requirements of the services make the resource competition
even more complicated. The worst case is that the requirements of most services
cannot be satisfied and the system will crash. Hence, there is a great challenge
to cope with the resource isolation and performance optimization for hybrid
deployed services.

Existing isolation optimization methods mainly target homogeneous deploy-
ment scenario, that is, the deployed services have the same type of perfor-
mance requirements. So, single optimization method is enough to protect all
services. For latency-sensitive services, the commonly used approaches are send-
ing requests repeatedly and rate limiting [3,9,12,17,19,22,23]. For throughput-
first services, disk allocation and I/O concurrency control are applied [2,6–8,10].
Asides from one-dimensional (latency or throughput) performance restriction,
there are also services that require both metrics to meet the standards. The opti-
mization method [11] is more conservative, and the resources utilization is rela-
tively low. This two-dimensional services situation still belongs to homogeneous
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case since all the services are the same type. Hence, the aforementioned solutions
can only handle specific type of services, and they are not appropriate for hybrid
deployment scenario. In addition, our previous work PINE [13] can cope with
one latency-sensitive service plus multiple throughput-first services scenario. It
classifies services according to their performance indicators and applies different
optimization methods accordingly. By leveraging the idle server resource of a
latency-sensitive service (when its workload is light), the enterprise can support
other throughput-first services to make extra profits. However, it cannot be guar-
anteed that PINE also works for multiple latency-sensitive services and multiple
throughput services scenario which usually happens in collaborate services.

In this paper, we extend PINE and propose an priority-based I/O isolation
optimization mechanism which targets more general hybrid deployed scenar-
ios. First, according to the services characteristics, different optimization meth-
ods are applied. For examples, adjusting the I/O concurrency level for latency-
sensitive services, and modifying disk allocation for throughput-first services.
Then, to support the execution of multiple latency-sensitive services, a priori-
tization algorithm is developed. The latency-sensitive services are sorted based
on their influence to the whole system, and the optimization method is applied
accordingly to maintain the status. As far as we know, this optimization mecha-
nism is the first method that effectively handles hybrid deployment scenario and
ensures that each service can meet its requirements.

The rest of this paper is organized as follows. Section 2 reviews the related
work in the performance optimization field. Section 3 analyzes the characteristics
of the hybrid deployment scenario and illustrates the priority-based optimization
mechanism. Section 4 comprehensively evaluates the optimization effects and the
performance of the prioritization algorithm. Section 5 summarizes the paper and
describes the future work.

2 Related Work

Performance optimization is a popular research topic in recent years, especially
with the widely-spread virtualization technology. According to the type of the
deployed services, previous researches can be divided into the following three cat-
egories: one-dimensional homogeneous services, two-dimensional homogeneous
services, and single hybrid heterogeneous services.

One-Dimensional Homogeneous Services Scenario: The most common types of
performance indicators are 99.9th percentile latency and throughput. The ser-
vices in this scenario have either latency or throughput as their requirements.
For latency-sensitive services, there are three optimization method: (1) Modify-
ing the queue scheduling strategy of the Linux kernel. Li et al. [12] believed that
the FIFO is a more friendly scheduling strategy for 99.9th percentile latency. (2)
Sending requests redundantly to reduce the blocking possibility. Google [3] pro-
posed that the same request can be sent redundantly, and the fastest response
will be take. The latency is improved as a result of resource overuse. (3) Inte-
grated scheduling. Wang et al. [19] designed Cake, a multi-layer optimization
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framework, to efficiently schedule several resources together so the performance
can be improved. For throughput-first services, disk resource allocation is the
commonly used optimization approach. Gulati et al. [8] proposed mClock, which
sets the upper and lower disk threshold based on the service requirements in
advance, to control the disk resource. In one-dimensional homogeneous services
scenario, the optimization methods only work for single type of services (latency
or throughput), it cannot handle hybrid deployment scenario and will inevitably
leads to part of the services failed.

Two-Dimensional Homogeneous Services Scenarios: All the services’ type in
this scenario are also the same, but each service can contain two performance
indicators (latency and throughput) instead of one. The PSLO framework [11]
exactly targets this situation. It satisfies the latency and throughput require-
ments of each service by controlling the I/O rate and concurrency level. How-
ever, since there is an obvious trade-off between latency and throughput in some
cases, PSLO provides a boundary curve which describes this relationship. If the
resource competition is too fierce that exceeds the boundary curve, PSLO will
not take any action. Besides, the optimization strategy of PSLO is also con-
servative, and the resource utilization is relatively low. Hence, the optimization
method used in this scenario cannot cope with hybrid deployment either.

Single Hybrid Heterogeneous Services Scenario: In this scenario, services with
different requirements are deployed together, specifically, only one service can
have a “special” type of requirements that different with all others. For example,
one latency-sensitive service with multiple throughput-first services. PINE [13]
is developed to handle this scenario, it achieves latency optimization through
adjusting I/O concurrency level and throughput optimization using disk alloca-
tion. As a result, all services can satisfy their performance requirements. How-
ever, PINE has over-optimization problem and resource utilization degradation
issue when multiple latency-sensitive services exist.

After analyzing the existing related works, we plan to propose an optimiza-
tion mechanism which ultimate goal is to efficiently handle general multiple
hybrid deployment situations and guarantee all the services’ requirements can
be satisfied as much as possible.

3 Priority-Based Optimization Mechanism

In this section, we first discuss the general service types in the hybrid deployment
scenario, then the performance interference and existing optimization meth-
ods are analyzed. Following that, we illustrate the prioritization algorithm and
priority-based optimization mechanism.

3.1 Service Type

After analyzing modern collaborative services, we summarized mainly two types
of services: latency-sensitive service and throughput-first service.
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Latency-Sensitive Service: With the developing of Internet, the response time
becomes a critical data that directly influence the user experience, especially
for social media service, search engines, online maps [14]. To improve the per-
formance, services normally will split the request to several sub-requests and
execute in a parallel way. So, the response time is defined by the longest task.
Compare with the average latency, the 99.9th percentile latency is selected as
the performance metric for latency-sensitive services. The execution of latency-
sensitive services are usually thread-driven or event-driven. Thread-driven ser-
vices use synchronous blocking I/O and generate a new thread for each new
user’s I/O request, while event-driven services apply asynchronous non-blocking
I/O and handle all I/O requests by several worker threads. The I/O processing
speed of a server is commonly fast until there are many request pending. The
latency will be amplified in the 99.9th percentile metric, even the interference is
very small, which leads to latency performance violation.

Throughput-First Service: Services that need to process batch jobs pay more
attention to throughput, such as analyzing working logs [15]. These services can
be delayed occasionally or restarted over time. The throughput is the main metric
that user cares most, which is decided by the available disk bandwidth. When the
disk resource of a service is enough, it can achieve the reasonable performance
requirements. If the resource competition is severe, other services may malicious
occupy the shared disk, which leads to the failure of the throughput-first service.

3.2 Performance Interference in Hybrid Deployment Scenario

In real usage scenarios, services that deployed on a same physical machine are
randomly selected. We target at general hybrid deployed situations where sev-
eral types of services may mix together and each type also can have multiple
services running. Hence, the interference exists in different types of services, and
the resource competition also comes from other same-type services. To analyze
the performance influence, we did the following experiments. MySQL represents
latency-sensitive service, which enables 64 threads to read and write 10 tables
together (the initial IO concurrency level is 64); Hadoop MapReduce as the
throughput-first service executes the MapReduce operation for 100 files.

Latency-Sensitive Service: Figure 1(a) shows the latency comparison under three
cases: running alone, mixed with MapReduce (different service type) and mixed
with MySQL (same service type). In the mixed with MapReduce case, the work-
load of MySQL is constant and the workload of MapReduce gradually increases.
Similarly, in the mixed with MySQL case, the workload of one MySQL service
increases. The results show that there is no obvious difference of the three cases
when the disk bandwidth usage is low (e.g. 50%, 60%, and 70%), which means
the competition of disk resource is not intense. While the disk usage rate rises
to 80% or more, there is a great delay in mixed cases. The 99.9th percentile
latency of MySQL in the mixed with MapReduce case is nearly 6 times higher
than running alone, and it is 8 times in the mixed with MySQL case when the
disk usage was close to 100%. Hence, the loss of performance will be significant
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(a) Performance comparison of latency-
sensitive services.

(b) Performance comparison of throughput-
first services.

Fig. 1. Performance interference in hybrid deployment scenario.

when the disk usage reaches a threshold (like 80% in this experiment), and the
impact of the same-type services is greater than different types of services for
latency-sensitive services.

Throughput-First Service: The configurations are same with the previous exper-
iments except that the position of MapReduce and MySQL is interchanged,
and we focused on the throughput of MapReduce. As the Fig. 1(b) presented,
the performance trend of MapReduce was similar with previous MySQL’s. The
influence of disk resource competition became significant when the disk utiliza-
tion is around 70%, and the impact of the same type of service is also greater.

The two experiments show that the impact of disk resource competition
on service performance will suddenly increase after the system disk utilization
reaches a certain threshold. Both latency-sensitive services and throughput-first
services will be interfered by the same-type and different types of services, and
the influence from same-type services is more serious.

3.3 Existing Isolation Method

To handle the single hybrid heterogeneous services scenario, PINE applies I/O
concurrency control for latency-sensitive services and disk resource allocation
for throughput-first services. In this section, we first analyze whether the above
two optimization methods are still feasible in general hybrid deployed scenarios
(multiple hybrid heterogeneous services scenario). Since the limitation of the I/O
concurrency control method is illustrated in [13], we focus on the disk allocation
method and the combination of the two methods.

Disk Allocation: Docker creates virtual device and assigns distinct device
number for each container, so Cgroups can be used to implement disk allocation
method. Based on the throughput requirements of the services, we can perform
an overall disk resource partition at the operating system level. Throughput-first
services can get their own share, which decreases the performance interference
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caused by the same-type services. For the latency-sensitive services, Cgroups
cannot accurately allocate disk for each individual service since they do not have
throughput performance value. From the perspective of container, the influence
of single latency-sensitive service and multiple latency-sensitive services have no
difference as long as the allocated disk is fixed. So the disk resource is allocated
for all latency-sensitive services instead of individual latency-sensitive service.
Hence, Cgroups can effectively guarantee the performance of throughput-first
services in general hybird deployment scenario.

(a) Comparison of 99.9th percentile latency. (b) Comparison of system disk utilization.

Fig. 2. Optimization comparison in hybrid deployed scenarios.

Combination of I/O Concurrency Control and Disk Allocation: After
allocating disk resource using Cgroups for each throughput-first service and the
group of all latency-sensitive services, the I/O concurrency control algorithm
in PINE is applied to each latency-sensitive service. There are two latency-
sensitive services (A and B) in the experiment, the optimization comparison
results are shown in Fig. 2(a). Comparing with the no optimization case, the
I/O concurrency control method successfully decreased the latency of service A
and B. After several iteration intervals, the 99.9th percentile latency of service
A and B are around 16 ms and 31 ms respectively, which is much lower than
the required latency value. However, with the same experimental configuration,
the latency value in the single hybrid heterogeneous services scenario is close to
its standard latency requirement. To figure out the behind reason, we analyzed
the system disk utilization in the two scenarios. Figure 2(b) shows that the disk
utilization decreases to a stable value after applying the optimization method
in both cases. In the single hybrid heterogeneous services scenario, the disk
utilization dropped to around 70%, which is 30% more than the multiple hybrid
heterogeneous services scenario. The results indicate that PINE sacrifices the
resource utilization to guarantee the latency. But it over-optimized, the latency
is less than 50% of the required value. Hence, this method is not appropriate for
general hybrid deployed scenarios.

Analysis: In general hybrid deployed scenarios, there are two levels of resource
competition: different-type service competition and same-type service. For
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throughput-first services, their performance directly related to available disk
resource. After given fixed disk space, they are total isolated from others (includ-
ing other throughput-first services and latency-sensitive services) and their per-
formance is also determined. For latency-sensitive services, there is no clear
mathematical relationship of I/O concurrency and 99.9th percentile latency.
Besides, the allocated disk resource is for all latency-sensitive services. Since
the behavior of same-type services are very similar, the resource competition
is more intense in this case. As a result, the existing method cannot efficiently
handle the same-type service competition of the latency-sensitive services. The
I/O concurrency limitation is for all latency-sensitive services, the difference
between each service is not considered. So, the over-optimized situation hap-
pens. The potential solution is control I/O concurrency of each service one by
one. Assuming there are three latency-sensitive services: A, B and C. After we
control the I/O concurrency of A, the system needs sometime to react and it also
influences the behavior/performance of service B and C. Hence, to eliminate the
over-optimization, we can only modify one variable in each iteration and wait
for the effects, then decide the next move.

3.4 Prioritization Algorithm

To deal with same-type service competition and over-optimization phenomenon
of latency-sensitive services, the asynchronous I/O concurrency control is pro-
posed. If the disk resources of one service changed, it will also influence other
services’ performance, while the assumption of synchronous I/O concurrency
control is the environment keeps constant for all services within the iteration
interval. Hence, asynchronous I/O concurrency control method, which considers
the interactions of latency-sensitive services and only sets the I/O concurrency
level of one service in each iteration, can effectively decrease the optimization
time and improve the performance as well as resource utilization.

Prioritization algorithm is designed to automatically select the service whose
I/O concurrency should be updated at each iteration interval. The throughput
variation after applying the concurrency control is the main factor we consider.
If the throughput of a service changes greatly, it will have a huge impact on the
shared disk resource, which further influences other latency-sensitive services.
Therefore, the idea of the proposed algorithm is that the greater the impact
on the disk resource, the higher the priority should be. If concurrency control
is applied to small-impact services first, then when it comes to control large-
impact services, the latest configuration will total sacrifice the optimized results
of small-impact services. Hence, we will adjust the I/O concurrency of the highest
priority service, that is, the service whose throughput variation is maximum.

The service throughput variation is decided by the current throughput and
the violation degree of 99.9th percentile latency. If the violation degree is high,
then the I/O concurrency level control will be stronger, the variation rate of
the throughput will be high. Combined with the current throughput value, the
throughput variation can be calculated. Assuming Lcur represents the current
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99.9th percentile latency and LSLO represents the required 99.9th percentile
latency, then the violation degree V io is defined as:

V io =
Lcur − LSLO

LSLO
(1)

With the current throughput Thcur, the throughput variation Thdif can be
calculated as:

Thdif =
V io

LNow/LSLO
∗ Thcur (2)

3.5 Priority-Based Optimization Mechanism

Based on the negative feedback regulation, priority-based optimization mech-
anism collects the performance requirements and real-time data of all running
services, then applies the customized optimization strategy according to the dif-
ference. The architecture is shown in Fig. 3. The optimization process includes
throughput optimization and 99.9th percentile latency optimization. Since it
takes some time for the optimization to take effect in the system, the itera-
tion interval of data collection and optimization is set to 10 s based on practical
experience.

Service starts running

Throughput 
optimization Disk allocation

99.9-percentile 
latency optimization

Data collection

Prioritize & 
I/O concurrency control

Fig. 3. The architecture of priority-based optimization mechanism.

Throughput-First Services: The performance requirement for this type of services
normally is to maintain the throughput above the predefined threshold. As the
Fig. 4(a) illustrates, the first step is collecting throughput data. It is necessary
to distinguish the different services’ traffic since the processes in the container
are all running on the host machine. Docker builds a virtual disk volume with
an distinct device ID for each container. So, the IOSTAT tool can be used to
get the performance data (e.g. IOPS) of each service, and then the real-time



Priority-Based Optimization of I/O Isolation for Hybrid Deployed Services 37

throughput value can be calculated. If the throughput does not match the pre-
defined threshold, the violation happens. To control the throughput, Cgroups is
leveraged to allocate disk resources for each throughput-first service based on
their thresholds.

All throughput requirements
are satisfied?

Allocate bandwidth
using Cgroups

NO

Calculate new bandwidth

Throughput 
data collection

YES

(a) Throughput optimization.

All latency requirements 
are satisfied?

Calculate new I/O 
concurrency for the 

highest priority service

Adjust I/O concurrency 
queue length

NO

Calculate 
services priority

99.9% latency collection

YES

(b) 99.9th-percentile latency optimization.

Fig. 4. The optimization process.

Latency-Sensitive Services: Similar to throughput optimization, Fig. 4(b)
describes the process of latency-sensitive services. To calculate the 99.9th per-
centile latency, the response time of all the requests of the service within the
iteration interval is logged. The collected latency is sorted in ascending order,
and the data at the 99.9th percentile position in the sequence is tagged as the
99.9th percentile latency of the service. Comparing with the latency threshold,
if the violation exists, we need to modify the I/O concurrency level. First, the
priority of each service which does not reach the latency requirements is calcu-
lated according to the proposed prioritization algorithm. The I/O concurrency
level of the highest priority service should be adjusted. The new value of the I/O
concurrency level for the next cycle is estimated using a linear fitting equation
in a multi-iterate manner. To control the I/O concurrency level, the I/O con-
current queue length of the selected service is set to the calculated new value.
If the current number of outstanding requests (i.e., being executed) is less than
the queue length, the new request is allowed to enter the queue, otherwise the
request is refused.

4 Evaluation

After presenting the experimental setup, we evaluate the optimization effect of
the priority-base optimization mechanism and the influence of service priority.
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4.1 Experimental Setup

The experimental setup is shown in Table 1, MySQL and Hadoop MapReduce
represent 99.9th percentile latency-sensitive service and throughput-first service
respectively. The Hadoop cluster is composed of three nodes, including one mas-
ter and two slaves.

We target at general hybrid deployed scenarios, that is, there are sev-
eral latency-sensitive services and multiple throughput-first services running
together. Without generosity, we simulate three latency-sensitive services and
three throughput-first services. The latency requirements are 60 ms (service L-
A), 80 ms (service L-B), 100 ms (service L-C), and the throughput requirements
are 20 MB/s (service T-A), 40 MB/s (service T-B), 60 MB/s (service T-C).

Table 1. Experimental setup.

Item Version

CPU 16 AMD Opteron Processor 6136

Memory 32 GB

Storage 5,400 RPM 120 GB SATA disks

Operating System CentOS7

Linux Kernel 3.10.5-3.el6.x86 64

Docker 1.17-ce

MySQL MySQL 5.6

Hadoop Apache Hadoop 1.0

4.2 Optimization Evaluation

Constant Workload Optimization: All the services’ workload are constant
in this experiment. The workload of each service is equal to the load amount
when the service runs alone and just satisfies its performance requirement. The
comparison under the with and without optimization cases is shown in Fig. 5.

Latency-Sensitive Services: As Fig. 5(a) demonstrates, there are serious latency
violations of the three latency-sensitive services in the no optimization case. The
99.9th percentile latency of service L-A has reached 243.13 ms, which was 305%
worse than its latency threshold (60 ms). The similar situations for service L-B
and L-C. On the contrary, the 99.9th percentile latency of the three services
can be stabilized at the predefined latency threshold. Taking service L-B as an
example, the 99.9th percentile latency was reduced by 65.5% compared to the
no optimization case and successfully reached the 60 ms latency requirement.

Throughput-First Service: As Fig. 5(b) shows, there are also serious throughput
violations of the three throughput-first services in the no optimization case.
Taking service T-A (requirement is 20 MB/s) as an example, its throughput was
only 5.42 MB/s, and it is 72.9% lower than the threshold. After applying the
optimization, the throughput was stabilized at 21.52 MB/s.



Priority-Based Optimization of I/O Isolation for Hybrid Deployed Services 39

(a) Latency-sensitive services. (b) Throughput-first services.

Fig. 5. The performance comparison under constant workload.

The experimental results indicate that the isolation optimization method
proposed in this paper can indeed optimize the performance of constant workload
services in hybrid deployed scenarios.

Dynamic Workload Optimization: To evaluate the priority-based optimiza-
tion mechanism in the real-world usage scenarios, we pay more attention to
dynamic workload optimization results. The workloads in actual production
environment are commonly various with time, especially for latency-sensitive
services. Without generosity, the workload changing of the same-type services
is happened at the same time, and the transition from non-violation to viola-
tion will also occurs simultaneously. In this case, the resources competition is
stronger than the workload changes one by one. Besides, based on the previous
observation experiments, the performance influence from same-type services is
greater than the effects of different-type services. Hence, we dynamically modify
the workload of same-type services and the different-type services workload are
constant for simplicity.

Latency-Sensitive Services: As can be seen from Fig. 6, there was no latency
violation of the three MySQL services due to the low workload before the 30 s.
Then the workload increased suddenly to make their 99.9th percentile latency
over the thresholds. Take service L-A (threshold is 60 ms) as an example, its
99.9th percentile latency reaches 105.11 ms at the time 30 s. In the with opti-
mization case, the latency dropped back to 60.82 ms after six iteration cycles.
The workload increased again at 110 s, which generated another latency violation
for all latency-sensitive services. In the with optimization case, the latency of the
three services all fall back to the threshold after a few cycles. Hence, no matter
how the workload changes, the latency can be kept near the predefined threshold,
and even there is a violation, it can also be adjusted back within several iteration
cycles. The priority-based optimization mechanism can efficiently cope with the
latency-sensitive service isolation problem to guarantee their performance.
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(a) Latency-sensitive service L-A. (b) Latency-sensitive service L-B.

(c) Latency-sensitive service L-C.

Fig. 6. Performance comparison of latency-sensitive services under dynamic workload.

(a) Throughput-first service T-A. (b) Throughput-first service T-B.

(c) Throughput-first service T-C.

Fig. 7. Performance comparison of throughput-first services under dynamic workload.
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Throughput-First Services: Similarly, we modified the workload of the three
throughput-first services and keeps latency-sensitive services’ constant. As illus-
trated in Fig. 7, take the service T-A as an example, its throughput was below
the threshold due to the low workload in the beginning (before 30 s). Com-
pared to the no optimization case, the throughput in the with optimization case
was more close to the value when running alone. When the workload increased
and the throughput was higher than the threshold, the optimization mecha-
nism was applied to avoid excessive occupying the resource and the through-
put was restricted around the predefined threshold. The experimental results
show that the priority-based optimization mechanism can also effectively handle
throughput-first services in the hybrid deployed scenarios.

4.3 Priority Influence

To cope with latency-sensitive same-type service competition problem and elim-
inate over-optimization, we propose prioritization algorithm which assigns pri-
ority to each latency-sensitive service based on their impact to the system disk
usage and the highest service is selected to apply I/O concurrency control. In this
part, we evaluate the influence of different priority sequence on the system per-
formance. Since the priority is calculated for each latency-sensitive service, the
experimental configuration is similar to the dynamic workload latency-sensitive
services case.

Figure 8 show the performance comparison, we analyzed three cases: Fig. 8(a)
uses the order calculated from the proposed prioritization algorithm, Fig. 8(b)
does not consider the order and applies I/O control for all latency-services at
the same time, and Fig. 8(c) uses the reverse order of Fig. 8(a)’s. In Fig. 8(a), the
workload is increased in the 30th second, and the 99.9th percentile latency of the
three services took only 2–3 cycles from violation state to normal state. While in
Fig. 8(b), it did not consider impact from other same-type services and optimized
all three services at the same time, which lead to over-optimization. In order to
relief from over-optimization, the system increased the I/O concurrency level.
Unfortunately, this action only causes the latency violation in the next cycle.
The back and forth process repeatedly happen, and the optimization time is
obviously extended. In Fig. 8(c), we actually first controlled the smallest impact
latency-sensitive service, service L-A. However, since the impact of service L-A
is small, when the system comes to control high impact service, the previous
results of modifying service L-A may be affected and service L-A need to be
re-optimized again in the subsequent optimization cycle. As a result, although
the 99.9th percentile latency of the three latency-sensitive services tends to be
stable and reached their respective latency threshold, the optimization cycle is
longer compared with Fig. 8(a), and its ability to handle burst high workloads
is even worse.
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(a) Prioritization algorithm order (descend-
ing order).

(b) Simultaneously.

(c) The reverse order (ascending order) .

Fig. 8. The latency comparison under three different priority orders.

In summary, optimizing one latency-sensitive service in each iteration cycle
can greatly avoid over-optimization. Besides, applying the optimization based
on the impact descending order (calculated according to the prioritization algo-
rithm), the system can effectively decrease the optimization time.

5 Conclusion

To improve the performance of hybrid deployed collaborative services, we focus
on the I/O isolation optimization problem. Firstly, we abstract the typical hybrid
deployment scenarios by analyzing the execution process and potential inter-
ference of collaborative services. Then, we propose a priority-based isolation
mechanism, which automatically assigns priority based on the real-time per-
formance data and applies appropriate optimization methods. Comparing with
the no-optimization case, for the latency-sensitive services, the 99.9th percentile
latency violation can be recovered to the normal value in one or two cycles with a
decreasing of 70%; for the throughput-first services, the throughput can achieve
50% higher in one cycle. The experimental results show that the priority-based
optimization mechanism can effectively guarantee the performance of hybrid
deployed services.

In the future, we will further improve the proposed mechanism from the
aspects of more complex usage scenarios, more types of sub-services, optimal
priority order and less recovery time.
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