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Abstract. Sentiment classification is a critical task in sentiment anal-
ysis and other text mining applications. As a sub-problem of sentiment
classification, positive and unlabeled learning or positive-unlabeled learn-
ing (PU learning) problem widely exists in real-world cases, but it has
not been given enough attention. In this paper, we aim to solve PU
learning problem under the framework of adversarial training and neural
network. We propose a novel model for PU learning problem, which is
based on adversarial training and attention-based long short-term mem-
ory (LSTM) network. In our model, we design a new adversarial train-
ing technique. We conducted extensive experiments on two real-world
datasets. The experimental results demonstrate that our proposed model
outperforms the compared methods, including the well-known traditional
methods and state-of-the-art methods. We also report the training time,
and discuss the sensitivity of our model to parameters.

Keywords: Sentiment analysis · PU learning problem ·
Adversarial training · LSTM · Attention mechanism

1 Introduction

Sentiment analysis is one of key tasks in natural language processing (NLP)
and has received a lot of attention in recent years [21,26]. As a basic problem of
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sentiment analysis, sentiment classification aims to classify reviews or comments
into different sentimental polarities [16]. Along with the rapid development of
e-commerce sites and social networking sites, the volumes of reviews and com-
ments increase dramatically, and those online sites are in need of analyzing the
polarities from large volumes of reviews and comments with high accuracy [5,6].

Many works have tried to address sentiment classification using various tech-
niques, including K-Nearest Neighbor (KNN), Support Vector Machine (SVM),
Näıve Bayes, neural networks and some other methods [3,29]. Meanwhile, as an
effective technique for improving the robustness of machine learning methods,
adversarial training has been also studied in tasks of text mining and natural
language processing. In this paper, we exploit adversarial training in sentiment
analysis, and there are few works exploiting adversarial training in sentiment
analysis. For adversarial training, we have the following observations.

1. Traditional classifiers are likely to suffer from overfitting problem [8]. That
is, a classifier overwhelmingly fits a certain words distribution in training
reviews set and is trained to obtain a collection of parameters, but fails to fit
the words distribution in test reviews set or new reviews set.

2. Adversarial examples are inputs formed by adding small perturbations with
the intent of causing classifiers (e.g., neural networks) to misclassify [23], and
can attack the generalization and fitness of classifiers. It can be inferred that
a new classifier that is capable of resisting the attack of adversarial examples
can achieve promising performance.

In this paper, we aim to solve the positive and unlabeled learning (PU learn-
ing) problem. In PU learning problem, there only exist positive labeled and unla-
beled reviews, without any negative labeled reviews. PU learning problem indeed
exists in real-world cases, and takes an important role in sentiment analysis [17].
PU learning problem was studied by previous works [13,25]. In real-world cases,
e-commerce sites and social networking sites can indeed confront PU learning
problem. In this paper, we aim to solve PU learning problem based on adversar-
ial training and neural network. Note that, there are several obstacles to exploit
adversarial training in PU learning problem, including

1. Adversarial training requires that all training data have been labeled, but
there are no negative labeled reviews in PU learning problem.

2. The evaluation metric for PU learning problem is usually F1-score, precision
or recall, which cannot be modeled in the current loss function of adversarial
training, which increases the difficulty in optimization during training process.

In this paper, we aim to solve PU learning problem comprehensively under
the framework of adversarial training and neural network. In the proposed solu-
tion, we first identify negative reviews from unlabeled reviews. Then, we build
an attention-based LSTM (Long Short-Term Memory) network, enhanced with
an improved adversarial training method. We evaluate our models in two real-
world datasets. The experimental results demonstrate that our models achieve
the best performance, compared to a series of existing methods.

In summary, the contributions of this paper are as follows.
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1. We propose a comprehensive solution to solve PU learning problem. The pro-
posed solution is based on adversarial training and attentive LSTM network.

2. In PU learning problem, the procedure that distinguishes negative labels from
unlabeled texts, is likely to introduce noise into training review texts, which
can further hurt the classification performance. To tackle this issue, we pro-
pose an enhanced adversarial training method, adding a new perturbation to
the word embeddings in LSTM network.

3. We conduct comparison experiments in two real-world datasets, and the
experimental results demonstrate that our models can achieve better per-
formance than compared methods. We also conduct sensitivity experiment to
give instructions for selecting optimal parameter.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 elaborates the detail of our proposed model. Section 4 presents
the experimental results and gives further analysis. Section 5 reports the sensi-
tivity experimental result. Section 6 concludes the whole paper.

2 Related Work

There have been many works studying sentiment classification, which employ a
variety of methods, including machine learning methods (e.g., KNN, SVM and
Näıve Bayes) and neural network methods [15]. PU learning (positive and unla-
beled learning) problem is a sub-problem of sentiment classification, where there
are no negative labels in corpus, but only positive and unlabeled reviews. PU
learning problem also exists in real-world e-commerce sites and social networking
sites. As for adversarial training, it has been verified to be effective to improve
the robustness of models in many applications.

PU learning problem was first studied in [17]. In PU learning problem, there
is a preliminary task to construct a classifier to identify negative labeled reviews
from positive and unlabeled review texts. [14] proposed a whole framework and
identified negative labeled reviews using Rocchio technique. [4] studied the design
of the loss function in PU learning problem. The authors established the gen-
eralization error bounds for loss function in PU learning problem. [25] and [13]
focused on a specific but valuable problem, that was, to detect deceptive reviews
from positive and unlabeled reviews. In this paper, we aim to solve PU learn-
ing problem based on adversarial training and attentive neural network. The
procedure of identifying negative labeled reviews is highly likely to bring erro-
neous labels, and we design a new adversarial training method to attack these
erroneous labels, further improving the classification performance.

Adversarial training aims to improve the robustness of machine learning
models by exposing a model to adversarial examples during training process.
Adversarial training was first introduced in the problem of image classification,
where the input image pixels were continuous values [8], and researchers studied
adversarial training technique from many aspects [7,12]. [23] proposed a new
algorithm of crafting adversarial examples. [20] adapted adversarial training to
solve text classification in a semi-supervised setting. [27] employed adversarial
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training in relation extraction problem and proposed an improved neural net-
work architecture. As a prevailing tool in many artificial intelligence tasks, the
generative adversarial net (GAN) proposed by [7] also borrows ideas from adver-
sarial training. In this paper, we exploit the potential of adversarial training in
improving the performance of PU learning problem.

3 Adversarial Training for Sentiment Classification

In this section, we first state the base models employed in our methods, and
then elaborate the proposed model for PU learning problem.

3.1 The Base Models

LSTM Network. Recurrent neural network (RNN) takes sequential data as
input, and finishes the computation via recursive cells. Standard RNN has several
problems in training process, such as gradient vanishing and gradient explod-
ing. To address these issues, LSTM network is developed and achieves superior
performance [9]. Formally, each cell in LSTM is computed as follows.

X =
[
ht−1

xt

]
(1)

ft = σ(Wf · X + bf ) (2)
it = σ(Wi · X + bi) (3)
ct = ft � ct−1 + it � tanh(Wc · X + bc) (4)
ot = σ(Wo · X + bo) (5)
ht = ot � tanh(ct) (6)

At time step t, the previous hidden output ht−1 and the current input xt together
form the input X (see Eq. 1). There are three gates in an LSTM cell, which are
forget gate, input gate and output gate. Forget gate outputs a value in [0, 1], to
indicate the amount of information from previous cell that need to be dumped
in Eq. 2. Input gate first decides those values that LSTM will update by it in
Eq. 3, and further computes a candidate cell state ct using Eq. 4. Finally, the
output gate decides which part of the candidate cell states will be outputted,
and the cell output ht is computed by Eq. 6.

Let T be a piece of review represented by a sequence of m words, as T =
{wt|t = 1, . . . ,m}, and T is tagged with a label as y. Each word wt is embedded
into a k-dimensional word vector vt = W × wt, where W ∈ R

k×|V | is a word
embedding matrix to be learned, and V denotes the vocabulary. Figure 1 shows
the basic LSTM model for classification task in NLP. weos denotes the end mark
of a review, and veos is the word embedding result of weos.

Attention Mechanism. In recent years, attention mechanism has become a
compelling technique in sequence models, which can improve the capability of
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Fig. 1. The basic LSTM model for classification task in NLP

models in handling long-range dependencies [2]. In NLP tasks, attention mech-
anism gives the model a chance to capture the important part of the input that
needs more attention. Guided by a weight vector learned from the input text
and the result that is produced so far, attention-based model captures more
information based on a more comprehensive modeling of the input. In detail, we
learn an attention vector α as follows.

ui = tanh(Wshi + bs), (7)

αi =
exp(uT

i us)∑
i exp(uT

i us)
, (8)

ω =
∑
i

αihi (9)

where αi denotes each element in α. The final output of an attentive LSTM is
ω (see Eq. 9), which can be treated as a weighted sum over all outputs of all
cells in LSTM. With the output ω of the attentive LSTM network, a fully con-
nected layer and a softmax non-linear layer are used to map ω to the probability
distribution over each class, and further to obtain the label y.

3.2 The Proposed Model for PU Learning Problem

Compared to traditional sentiment classification, in PU learning problem, there
is one extra step before conducting classification. The step is to distinguish
the reviews or comments with negative labels from the positive and unlabeled
review texts. We adopt a two-step strategy to finish this task, following the
suggestions in [17]. In detail, we use the Rocchio technique [19] to generate
positive and potential negative review texts from unlabeled review texts. In
Rocchio technique, each document is represented by a vector, and each element
in the vector is the value that is computed with tf -idf (term frequency-inverse
document frequency).

Let D denote the whole set of training texts, and let Cj denote the set of
training reviews in class cj . In this paper, we have two classes, that is, j being
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1 represents the positive review and j being −1 represents the negative review.
To build a Rocchio classifier, a representative vector cj of Cj is constructed for
each class cj first, which is as follows.

cj = η
1

|Cj |
∑

d∈Cj

d

‖d‖ − ρ
1

|D − Cj |
∑

d∈D−Cj

d

‖d‖ (10)

where η and ρ are parameters that control the weights of similar and dissimilar
training examples. d denotes a piece of review, and ‖d‖ denotes the norm of
review d (i.e., the number of words in d). Then for each test review td, the
similarity of td with each representative vector is measured by cosine similarity.
Finally, td is assigned to the class, the representative vector of which is the most
similar to td. We use P to denote the positive set and U to denote the unlabeled
set. The overall procedure of Rocchio technique is stated as follows.

1. Assign each review in P to class label 1;
2. Assign each review in U to class label −1;
3. Build a Rocchio classifier using P and U ;
4. Use the classifier to classify U . Those reviews in U that are classified to be

negative will form the negative reviews set.

Although the dataset is fully formed, the potential unreliability of the iden-
tified negative labeled texts increases the noise that is likely to harm the per-
formance of neural networks. More specifically, the noise refers to the positive
reviews which are labeled to be negative by the Rocchio classifier. To tackle
those noise data in PU learning problem, we add a new random perturbation r
to word embedding results E, due to the following two reasons.

1. The first is that adding a new random perturbation can help the gradient com-
putation escape from the non-smooth surrounding area of each word embed-
ding [12].

2. The second is that a random perturbation on word embeddings input can
take the role of regularization to defend the potential overfitting.

The added random perturbation in current word embedding results E generates
new perturbed word embedding results E′, which are as follows.

r = β × sign(N (0k, Ik)) (11)
E′ = E + r (12)

eadv = ε
g

‖g‖ , where g = ∇E′L(E′; Θ̂) (13)

We choose Gaussian distribution to generate the random adversarial perturba-
tion (Eq. 11). N (0k, Ik) is the Gaussian distribution, where 0k is the mean vector
and Ik is the covariance matrix (k is the dimension of word embedding). β con-
trols the extent of trusting Gaussian distribution to generate the adversarial
perturbation. sign(·) is the multi-dimensional indicator function, and the input



370 Y. Xu et al.

of sign(·) is a k dimensional vector. The loss function for PU learning problem
is constructed as follows.

Lcls = L(E′;Θ) (14)
Ladv = L(E′ + eadv;Θ) (15)

L̂(Θ) = αLcls + (1 − α)Ladv (16)

where eadv and Θ are two parameters in adversarial training. α is a parameter to
control the ratio of classification loss and adversarial loss. We name the proposed
model as PU learning problem with Adversarial Training (PUAT for short).
Figure 2 demonstrates the model of PUAT, where r(i) (i = 1, 2, . . .) denotes the
element in r and e(i) (i = 1, 2, . . .) denotes the element in eadv. hi (i = 1, 2, . . .)
is the hidden output of each LSTM cell.

Fig. 2. The PUAT model with perturbed and random word embeddings and attentive
LSTM

4 Experiment and Evaluation

4.1 Experimental Setting

Datasets. We evaluated our methods on two real-world datasets, i.e. IMDB
dataset and Elec dataset. The IMDB dataset contains movie reviews and has
been widely used in evaluation of sentiment classification [18]. The Elec dataset
contains electronic product reviews collected from Amazon and has been also
widely used in sentiment classification tasks [10]. The statistics of the two
datasets are shown in Table 1.

In Table 1, #label denotes the number of classes, and there are two sentiment
classes in both datasets, including positive class and negative class. #training
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Table 1. Statistics of IMDB dataset and Elec dataset

Dataset #label #training #test Avg. Max

IMDB dataset 2 25000 25000 239 2506

Elec dataset 2 25000 25000 107 4983

and #test represent the number of reviews in the training set and test set. Avg.
is the average length of reviews in each dataset, and Max denotes the maximum
length of the reviews. We randomly selected 90% reviews from training reviews
set to form the training set and the remained 10% reviews form the validation set.

Implementation. We implemented our codes in TensorFlow [1]. We compare
our models to the following models that can be used to solve the classification
problem on review texts, including

1. SVM and Näıve Bayes. SVM and Näıve Bayes are two classic classification
methods that are also commonly used in text mining and natural language
processing applications. [22] showed that the two methods can be used in
sentiment classification problem.

2. LSTM (Long-Short Term Memory) and GRU (Gated Recurrent Unit). LSTM
and GRU are two popular variants of RNN, and have been also applied on
sentiment classification tasks. We built an LSTM network with the hidden
size being 128. The parameters and configuration of GRU network are the
same as those in LSTM.

3. Attention-based LSTM or attentive LSTM. This model is proposed in [28], as
a hierarchical attention-based LSTM network, and achieves good performance
on a series of text classification tasks.

4. Adversarial LSTM. This model is proposed in [20], which adapts adversarial
training in basic LSTM network and achieves the state-of-the-art performance
on semi-supervised classification problem.

Regarding the preprocessing, the words whose document frequencies are less
than 2 are removed from the reviews in both datasets. The reason is that, those
words that less frequently appear will enlarge the whole vocabulary size, and fur-
ther obviously increase training time. In our proposed model PUAT, the LSTM
network is configured with 128 hidden units.

Parameter Setting. The parameters are set based on the evaluation results on
the validation set. The word embeddings are initialized by GloVe [24], and the
dimension of word embedding vector k is 200. The parameter α in Eq. 16 is set
to 0.5. The parameter ε in Eq. 13 is set to 1.0.

For the optimization of model parameters, we used Adam optimizer [11].
Based on the results on validation set, we set the learning rate to 0.001, batch
size to 256 and dropout rate to 0.8. The parameters of the compared methods
are set according to the default settings in referred papers.
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4.2 The Generation of Training Sets in PU Learning Problem

Similar to [17], we take the following steps to generate PU learning problem
dataset from the training set. We randomly select p percent of positive reviews
as the positive set P , and the remaining positive reviews and negative reviews
are disassociated with their labels, and are used to form the unlabeled set U .
The task is to classify negative reviews from unlabeled set U . We change the
value of p in the range from 20% to 40% to provide a comprehensive evaluation.

As stated in Sect. 3.2, we used tf -idf to compute the weight of each word
and further to form feature vectors. We then built a Rocchio classifier on the
positive set P and unlabeled set U . The reviews in set U that are classified to

Fig. 3. The number of review texts of the three different review types in IMDB dataset.
The bars from left to right represent the positive review, real negative review and fake
negative review respectively.

Fig. 4. The number of review texts of the three different review types in Elec dataset.
The bars from left to right represent the positive review, real negative review and fake
negative review respectively.
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be negative form the negative set N . Figure 3 (IMDB dataset) and Fig. 4 (Elec
dataset) show the details of negative reviews generated by Rocchio classifier with
different positive ratios (0.2, 0.3 and 0.4). It can be seen that the whole training
set is divided into positive set and negative set. The negative set consists of two
parts, including real negative review texts and fake negative review texts. The
fake negative review texts are the original positive reviews but misclassified as
negative reviews by Rocchio classifier. Also, it can be found that along with the
positive ratio increasing (0.2 to 0.4), the proportion of fake negative review texts
decreases.

4.3 Experimental Results in PU Learning Problem

We conduct the experiments under three cases of positive ratios (0.2, 0.3 and 0.4),
which correspond to the positive ratio settings in Sect. 4.2. We will report the
test performance of each method. The evaluation metrics include F1-score, recall
and test accuracy. F1-score is a widely used metric in classification problem and
tends to give an integrated evaluation, as F1-score combines recall and precision.
The reported F1-score is computed on positive class, as in PU learning problem,
there are only positive labeled reviews. F1-score is computed as

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(17)

To give a comprehensive evaluation, we also report the results of recall and test
accuracy. Furthermore, we will discuss the relationship between the positive ratio
and test performance. In the generation of training sets, we have generated pos-
itive labeled sets P and negative labeled sets N under different cases of positive
ratios (0.2, 0.3 and 0.4). Different positive ratios decide different proportions of
positive reviews and negative reviews in final training set.

Table 2. Test performance in IMDB dataset and Elec dataset in PU learning problem
with positive ratio being 0.2.

Method IMDB dataset Elec dataset

F1-score Recall Test accuracy F1-score Recall Test accuracy

Näıve Bayes 0.159 0.086 0.509 0.608 0.480 0.595

SVM 0.341 0.207 0.599 0.777 0.706 0.797

GRU 0.526 0.368 0.655 0.760 0.673 0.783

LSTM 0.512 0.354 0.647 0.772 0.706 0.779

Attentive LSTM 0.609 0.458 0.695 0.775 0.721 0.786

Adversarial LSTM 0.530 0.370 0.665 0.799 0.739 0.808

PUAT 0.650 0.502 0.723 0.804 0.772 0.814
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Table 3. Test performance in IMDB dataset and Elec dataset in PU learning problem
with positive ratio being 0.3.

Method IMDB dataset Elec dataset

F1-score Recall Test accuracy F1-score Recall Test accuracy

Näıve Bayes 0.280 0.164 0.527 0.704 0.626 0.670

SVM 0.509 0.347 0.666 0.824 0.807 0.824

GRU 0.676 0.531 0.742 0.815 0.796 0.823

LSTM 0.683 0.539 0.747 0.820 0.805 0.825

Attentive LSTM 0.719 0.588 0.772 0.815 0.806 0.822

Adversarial LSTM 0.689 0.544 0.764 0.819 0.779 0.828

PUAT 0.815 0.751 0.832 0.825 0.808 0.839

Table 4. Test performance in IMDB dataset and Elec dataset in PU learning problem
with positive ratio being 0.4.

Method IMDB dataset Elec dataset

F1-score Recall Test accuracy F1-score Recall Test accuracy

Näıve Bayes 0.421 0.270 0.565 0.732 0.686 0.696

SVM 0.626 0.464 0.723 0.829 0.831 0.828

GRU 0.752 0.639 0.788 0.821 0.813 0.830

LSTM 0.774 0.675 0.792 0.825 0.803 0.832

Attentive LSTM 0.775 0.681 0.793 0.831 0.823 0.839

Adversarial LSTM 0.799 0.716 0.813 0.830 0.819 0.838

PUAT 0.818 0.749 0.824 0.835 0.831 0.845

Tables 2, 3 and 4 present F1-score, recall and test accuracy results of all
methods in PU learning problem. It can be found that the proposed PUAT
method achieves the highest F1-score, recall and test accuracy values in all three
positive ratio settings (0.2, 0.3 and 0.4). Furthermore, we can have following
observations.

1. First, in all three positive ratio settings, the proposed PUAT method achieves
better F1-score and test accuracy results than the traditional classifiers,
including SVM and Näıve Bayes. Take SVM as an example. In the case of
positive ratio being 0.2, SVM achieves a 0.341 F1-score and a 0.599 test accu-
racy in IMDB dataset and a 0.777 F1-score and a 0.797 test accuracy in Elec
dataset. In contrast, PUAT achieves a higher performance of a 0.650 F1-score
and a 0.723 test accuracy in IMDB dataset and a 0.804 F1-score and a 0.814
test accuracy in Elec dataset, also in the case of positive ratio being 0.2.

2. PUAT also outperforms the state-of-the-art methods. For example, in the
case of positive ratio being 0.3, adversarial LSTM achieves a 0.689 F1-score
and a 0.764 test accuracy in IMDB dataset, and achieves a 0.819 F1-score
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and a 0.828 test accuracy in Elec dataset. In contrast, the proposed PUAT
achieves a superior performance of a 0.815 F1-score and a 0.832 test accuracy
in IMDB dataset, along with a 0.825 F1-score and a 0.839 test accuracy in
Elec dataset.

3. Compared to the performance achieved by LSTM and GRU, the F1-score
results of SVM are competitive, especially in Elec dataset. That is, the F1-
score results of SVM are close to those of LSTM and GRU or even better
than those of LSTM and GRU.
An important reason is in the existence of misclassified reviews (noise), i.e.,
the true positive review texts that are misclassified to be negative. The LSTM
network is easy to suffer from overfitting on such kind of noise. As for SVM,
the positive set P and negative set U have been generated by Rocchio classi-
fier, and such data separation provides a preliminary preparation for SVM to
find a strong margin to separate positive and negative classes. The noise also
leads to bad performances of Näıve Bayes, and Näıve Bayes tends to predict
all reviews in test set to be negative.

4. For the analysis of recall, let us start from the computation of recall, which
is given by

recall =
TP

TP + FN
(18)

where TP (short for true positive) denotes the number of positive reviews
that are correctly predicted as positive labeled reviews. FN (short for false
negative) denotes the number of positive reviews that are misclassified to
be negative reviews. In our model, adversarial training improves the abil-
ity of distinguishing true negative reviews from fake negative reviews, which
decreases the number of fake negative reviews.

5. Besides, we can make some interesting observations on the positive ratio p.
When p is equal to 1.0, PU learning problem turns to a case that all positive
labeled reviews in training set are reserved. When p is near to 0, it indicates
that there are few positive review texts, and it will be difficult to build an
effective classifier purely using unlabeled review texts. From Tables 2, 3 and
4, it can be found that there is a positive correlation between the evaluation
metrics and positive ratio p. The reason is that the increasing number of
positive review texts can help the classifier learn more useful features.

4.4 Training Time Comparison

Training time is another concern when people deploy neural network models. In
this section, we compare the training time of different models in IMDB dataset
and Elec dataset. As neural network models are usually trained by iterations of
epochs, we report the average training time of one epoch when positive ratio
p is 0.4. All experiments were conducted on a machine equipped with a Xeon
E5-2680 v4 CPU and a single NVIDIA Telsa M40 GPU. The compared results
are present in Table 5.
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Table 5. Training time comparison with positive ratio p being 0.4

Model Average training time of one epoch

IMDB dataset Elec dataset

Attentive LSTM 7.28 s 6.43 s

Adversarial LSTM 16.85 s 15.06 s

PUAT 19.38 s 17.05 s

From Table 5, it can be found that the models using adversarial training
techniques (adversarial LSTM and PUAT) require more training time. The rea-
son is that the models using adversarial training techniques require to compute
the adversarial perturbations. As for our model, PUAT needs to compute the
gradients also on E in Eq. 13.

Furthermore, it can be seen that the average training time of our models is
slightly higher than that of adversarial LSTM model. Note that, our proposed
models achieve better performances, which have been verified by the experi-
mental results in previous sections. Take PUAT as an example. Compared to
adversarial LSTM in IMDB dataset, PUAT achieves higher F1-score, recall and
test accuracy (see Table 4), while PUAT only spends 2.53 s more in one epoch
(19.38 s for PUAT and 16.85 s for adversarial LSTM). The results indicate that
considering the superior performances, the training time of our proposed models
is acceptable.

5 Impact of β

The parameter β controls the trust extent of the adversarial perturbation gen-
erated from Gaussian distribution (see Eq. 11 in Sect. 3.2). If β is equal to 0,
the proposed PUAT model degenerates into the ordinary adversarial training
method. If β is a large value, the random perturbations may exert too much
impact on word embeddings, which probably further harms the result of word
embedding. We study the sensitivity of PUAT model to β, and take the case
that the positive ratio is equal to 0.3 as an example. The experimental results
are shown in Fig. 5, where the horizontal axis is set as the logarithmic coordinate
ranging from 10−3 to 101.

It can be found that the optimal value of β is achieved around the value
of 100 (i.e., 1.0) in both datasets. The change trend of β in IMDB dataset is
smoother than the change trend in Elec dataset. These observations mean that
the value of β should be set not too large or too small. In our experiments, β is
set to 1.0 in all experiments.
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Fig. 5. F1-score varies with β when the positive ratio is equal to 0.3

6 Conclusion

In this paper, we give a comprehensive study of adversarial training in PU learn-
ing problem. The proposed model is built based on adversarial training and
attentive LSTM network, and is named as PUAT (PU learning with Adversarial
Training). To the best of our knowledge, this is the first paper that conducts
fully study of adversarial training in PU learning problem.

In two datasets, the experimental results demonstrate that our proposed
models achieve superior performance than the compared models. Such superior-
ity verifies the effectiveness of the proposed way of using attention mechanism
and adversarial training in our model. We gave a detailed discuss on experi-
mental results. We also discussed the parameter sensitivity and reported the
comparison results of training time.
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