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Abstract. Crowdsourcing utilizes the intelligence of people to solve
problems that are difficult for machines such as entity resolution,
sentiment analysis and image recognition. In crowdsourcing systems,
requesters publish tasks that are answered by workers. However, the
responses collected from the crowd are ambiguous as the workers on
internet with unknown and very diverse abilities, skills, interests and
knowledge background. In order to ensure the quality of crowdsourcing
results, it is important to characterize worker quality accurately. Many
previous works model the worker quality by a fixed value (such as prob-
ability value or confusion matrix). But even when workers complete the
same type of tasks, the quality is affected by some factors (task diffi-
culty) to varying degrees. Here we propose a dynamic difficulty-sensitive
worker quality distribution model. In our model, the worker’s ability is
affected by task difficulty and fits a functional distribution. This model
reflects the relationship between worker reliability and task difficulty. In
addition, we utilize Expectation-Maximization approach (EM) to obtain
maximum likelihood estimates of the parameters of worker quality dis-
tribution model and the true answers to the tasks. We conduct extensive
experiments with synthetic data and real-world data. The experimental
results show that our method significantly outperforms other state-of-
the-art approaches.

Keywords: Crowdsourcing quality management ·
Worker quality distribution model · Maximum likelihood estimation

1 Introduction

Crowdsourcing can utilize the intelligence of the internet workers to solve some
problems which are difficult for machine. At present, there are many success-
ful crowdsourcing platforms, such as AMT [1], Upwork [3] and Crowdflow [2].
When requester publish tasks in the crowdsourcing platforms, workers can accept
and complete tasks to obtain the corresponding reward. Moreover, many types
of tasks can be solved by crowdsourcing, including annotation and tagging of
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images and documents, writing and reviewing software codes, product design
and financing. Although corwdsourcing use wisdom of workers enables to solve
machine-hard tasks more quickly and accurately, the quality of workers is also
uneven due to the different age, education and knowledge background. It is very
important to model the quality of workers accurately in crowdsourcing. Worker
quality also plays an important role in answer aggregation. When estimating
the answer to a task, we mainly rely on the answers from different workers. The
quality of workers will have a great impact on estimating the true answer to
the task. In addition, quality of workers also be taken into account in the task
assignment.

Consider the following example. A machine learning system needs a lot of
labeled data. It publishes some Twitter messages on crowdsourcing platforms as
emotional analysis tasks. Workers need to judge whether twitter messages express
negative or positive emotions, then workers complete tasks and submit answers.
Each task may receive multiple answers. Each worker may also answer multiple
tasks and the difficulty of each task varies. If a task receives 10 responses from
different workers, one of them is “negative” and nine responses are “positive”,
then we can see that this task is less controversial and simpler. Generally, work-
ers may be better at completing tasks which are easier to identify the answer. On
the contrary, their reliability will decrease when answering difficult tasks, and each
worker’s reliability will be affected differently. In previous works on crowdsourcing
quality management, the quality of workers is mostly expressed by the accuracy
of task completion or a confusion matrix. However, these worker models can not
accurately describe the quality characteristics of workers.

In this paper, we focus on labeling tasks, such as emotional analysis, pat-
tern recognition, image recognition and so on. We propose a worker quality
distribution model, in which the worker’s quality is a distribution that changes
with the task difficulty. It can describe the worker’s quality characteristics more
accurately, and we also propose a fitting algorithm to form each worker’s qual-
ity model. In addition, we propose an inference algorithm based on maximum
likelihood estimation to estimate the parameters of the worker quality model
and the true answer of tasks. Our aim is to estimate the correct answers to the
tasks and the quality of the workers more accurately. This paper mainly makes
contributions including the following three points.

(1). We propose a dynamic difficulty-sensitive worker quality distribution model,
which can describe the worker quality characteristics more accurately. In our
worker quality distribution model, we model the task difficulty according to
the response received by the task and design a worker quality distribution
function.

(2). We propose an inference algorithm based on maximum likelihood estima-
tion. We maximize the likelihood to estimate the parameters of the worker
quality model and the true answers to the tasks by EM method. Since there
are many unobserved variables in the likelihood function, we also propose
a fitting algorithm to get the worker quality distribution model of each
worker.
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(3). We compare our method with other crowdsourcing quality management
algorithms through experiments with synthetic data and real-world data,
and results show that our method has higher estimation accuracy than other
algorithms.

The rest of this paper is organized as follows. Section 2 reviews the related
work. Section 3 describes our conceptual definitions and the problem we study.
Section 4 presents the proposed worker quality distribution. We describe our
inference algorithms in Sect. 5. Section 6 discusses our experimental evaluation
and Sect. 7 concludes this work.

2 Related Work

In order to address the quality management problem in crowdsourcing, various
techniques have been proposed to estimate the true answers of tasks based on
the worker quality.

The general methods for quality management are majority voting [10,19],
The majority voting strategy returns the result with the most votings. In addi-
tion, Wang et al. [5] propose a worker quality-aware model is similar to Hidden
Markov Models (HMM). Ma et al. [7] propose a fine grained truth discover model
to estimate both worker topical expertise and true answers. Before the task is
answered, the workers can be evaluated whether they know the relevant knowl-
edge of the task by adding a Qualification test. This can not only eliminate some
fraudsters, but also eliminate some workers who do not know the task. It can
also make the workers more familiar with the task and improve the quality of the
results. Randomly add one in the task. Questions that have the right answers
are tested for worker quality [8]. [4] obtained the accuracy of workers’answers by
increasing the test questions, and used Bayesian theory to combine the accuracy
of workers’ answers with the answers given by workers to get the final results.

The Expectation Maximization (EM)-based methods [6,14,21,25,27–29] are
the state-of-the-art approaches to estimate task true answers and worker qual-
ity. The EM algorithm is primarily used for making up for the lack of data
by iteration calculation of maximum likelihood estimate from incomplete data
[13]. Each iteration of algorithm includes an expectation step and a maximiza-
tion step. In Crowdsourcing, the incomplete data is workers responses for tasks
and the unobserved latent variables is the task true answer and worker quality.
Worker quality can be characterized by worker model, include worker probabil-
ity [15,20] and confusion matrix [16,24]. EM-based methods iteratively update
the parameters of worker model and the true answers of tasks until convergence.
Dawid and Skene [12] used EM algorithm in a scene where was similar to Crowd-
sourcing, for the problem about errors existing in the collected patient records.
Later, Ipeirotis et al. [16] Proposed the EM algorithm for crowdsourcing with
data from AMT platform, not only estimate the correct answer of tasks, but also
get the workers quality represented by the error rate matrix. Moreover, there are
many factors that influence the quality of workers. Movellan et al. [30] proposed
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the method which took task difficulty as parameters into EM algorithm. Hence
the iterative process contains three unknown variables, the true answer of tasks,
workers’ expertise and tasks’ difficulties. Afterwards, Kurve et al. [22] proposed
to utilize EM algorithm to calculate the task answers and workers quality. They
take four latent variables into consideration, the true answer of task, skills of
workers, workers intention (i.e. honest worker or dishonest worker) and the task
difficulty.

Some workers focus on theoretical guarantees, they provide probabilistic
bounds [11,18,26,31] for task answers and worker quality estimates. For exam-
ple, Dalvi et al. [11]show that the error in their estimates of worker quality is
lower by θ under certain assumptions about the graph structure. Das Sarma
et al. [26] proposed a technique for globally optimal quality management, find-
ing the maximum likelihood item ratings and worker quality estimates. But its
assumptions are not true in reality and the amount of computation increases
dramatically as the number of tasks increases.

3 Problem Statement

In this chapter, we first introduce the notation (Table 1) involved in our method,
and then describe the problems we study in this paper, some of which will be
described in detail in later chapters.

Table 1. Notation table.

Symbol Explanation

t Task

w Worker

rwt Responses from worker w to task t

zt The true answer of task

Mt The task response set

dt The task difficulty

Q(d) The worker reliability function

L Overall likelihood

Task Question and Option. Consider a group of tasks {t}n, whose total
number is n, these tasks are completed by a group of workers {w}m, whose
total number is m. Worker w completes task t through k options {1, 2, 3..., k}
as his response rw

t . Each worker may accomplish many different tasks, and each
task may be accomplished by many different workers. And each task has a true
answer z (that is, one of the k options is the correct answer).
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Example 1. For example, there is a set of emotional analysis tasks {t1, t2} with
three options: option 1 is positive, option 2 is natural and option 3 is negative.
A group of workers {w1, w2} give responses to the emotional tasks. The real
answer to task t1 is positive, and the real answer to task t2 is natural.

Task Response Set. After the task receives the worker’s responses, we can
know the response set of the task Mt = (v1, v2, v3...vk) refers to the number of
responses received by each option of the task.

Example 2. For example, there is a task with three options {1, 2, 3}, one worker
chooses option 1, three workers choose option 2, and seven workers choose option
3. So the response set of this task is (1, 3, 7).

Task Difficulty. We get the task difficulty dt according to the state of the task’s
response set. The more difficult a task is, the more difficult it is for workers to
distinguish the correct answer for task. Then we can judge the difficulty of a task
by the response set. The closer each option of a task receives, the more difficult
the task is. The specific method for expressing task difficulty is introduced in
Sect. 4.1.

Worker Reliability. Workers have different abilities to accomplish tasks with
different difficulties, and the reliability of the answers given by workers is differ-
ent. We use function Q(d) to express the relationship between worker reliability
and task difficulty. We have a detailed introduction in Sect. 4.2.

When a group of tasks {t}n receive the responses rw
t from a group of workers

{w}m. We model the task difficulty dt for each task and build the worker quality
distribution model for each worker. Our goal is to estimate the true answer to
the task accurately based on the worker quality distribution model.

4 Worker Quality Distribution Model

In this paper, we propose a worker quality distribution model, in which a func-
tional distribution is used to represent the relationship between worker quality
and task difficulty. In general, the quality of workers will be affected by the
difficulty of the task. The more difficult the task is, the lower probability that
workers can correctly answer the task. Here, we consider that the difficulty of
tasks has a great relationship with the state of tasks (response set). We propose
a method to reflect the difficulty of task according to the state of tasks(response
set). In addition, the reliability of workers is affected by the task difficulty. Some
workers still have high accuracy even when they complete the difficult tasks, and
some workers have poor quality even if they complete simple tasks. We use a
functional distribution model to visualize worker’s reliability and how worker’s
reliability is affected by task difficulty.
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4.1 Modeling Task Difficulty

We know that the more difficult a task is, the more difficult it is to distinguish
the correct answer of task, that is, the more similar the number of answers
it receives in different options. Consider an example, the response set of an
emotional analysis task is (19, 17, 15). That is to say, 19 workers answered
“positive”, 17 workers answered “natural” and 15 workers answered “negative”.
The three options of the task received a similar number of responses. It shows
that the task caused great controversy among the workers. It indicates that the
task is difficult to estimate the correct answer. We divide tasks into binary task
and multi-task, and express the difficulty of tasks according to response set of
task, respectively.

In the binary task (tasks with two options), the response set of the task is
(v1, v2). We use the ratio of the number of answers received by the two options
to express the task difficulty. That is, the ratio of a small number to a large
number of responses received with two options.

dt =
min(v1, v2)
max(v1, v2)

(1)

In this way, the task difficulty is controlled between 0 and 1. When the
value of task difficulty is 0, it is the easiest to distinguish the answer for the
representative task. When the value of task difficulty is 1, the task is the most
controversial and the most difficult to estimate the true answer.

Example 3. For example, a task receives 10 responses, in which 2 workers
answered 0/no and 8 workers answered 1/yes. Then the value of task difficulty
is 0.25.

In multi-task (i.e. the number of task options is greater than two), the task
has K options {1, 2, 3...k}, then the task receives a response set (v1, v2, v3...vk).
We know that variance is a measure of the degree of confusion in a set of numbers.
However. if we simply use the variance of the task response set to indicate the
difficulty of the task, sometimes there will be some errors. Let’s see the following
example: a group of tasks {t1, t2} with three options. The response set of task
t1 is (1, 2, 6) and the response set of task t2 is (1, 5, 6). According to variance
formula, the difficulty values of both tasks are 14, and we can easily see that
task t2 is more difficult than task t1.

Therefore, we propose a difficulty representation method suitable for crowd-
sourcing multi-task. In the task response set, the higher degree of the most
supported option is, the easier task can identify the true answer.

dt =

√
( v1

max{v} )2 + ( v2
max{v} )2 + ... + ( vk

max{v} )2

k
(2)

We represent task difficulty by the average sum of squares of the ratio of the
number of responses received by each option to the highest number of responses.
Similarly, task difficulty ranges from 0 to 1. The greater the value of d, the more
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difficult the task is. When d = 1, the task is the most controversial and the most
difficult to estimate the true answer.

4.2 Worker Quality Distribution Function

There is a negative correlation between the quality of workers and the difficulty
of tasks, that is, the more difficult the task is, the lower the reliability of work-
ers. Here, we assume that the relationship between worker’s reliability and task
difficulty is bell-shaped distribution. The distribution function is as follows:

Q(d) = μ + e−δd2
(3)

The worker quality distribution model can describe worker’s quality char-
acteristics more vividly than other worker model. For example, a worker w1

completes a binary task t1 with response set (4, 1). If we use a fixed value such
as accuracy to represent worker quality. No matter how difficult the task is,
the reliability of worker is 0.7. In fact, the worker’s reliability may be 0.8 when
answering simple tasks. Therefore, the worker quality distribution model can
describe the worker’s characteristics in more details.

Fig. 1. Worker model

In the Fig. 1, the ordinates indicate the quality of the worker (that is, the
ability to answer questions correctly). Where μ = 0, the value of δ is constantly
changing. From the figure, we can see that the smaller the value of δ, the smaller
the impact of task difficulty on the quality of workers. And the parameters of
each worker’s quality distribution model are different.
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5 Inference Algorithm

After we get the response rw
t of workers {w} to tasks {t}. We use maximum

likelihood estimation to estimate the parameters of the worker model and the
true answer to the task. We assume that all worker’s responses are independent,
then our goal is to maximize the likelihood function.

argmaxzt,dt,qw

∏
t,w

p(rt
w|zt) (4)

5.1 Parameter Estimation Method

Here we use EM method to obtain maximum likelihood estimates of the param-
eters. EM method iteratively estimates the parameters of worker quality model
and true answers of tasks through E-step and M-step. We know that EM algo-
rithm needs initial parameters. Here, the initial parameter input of EM is task
answer or worker model parameter. The initial answers of tasks can be obtained
by the rule of majority voting; the initial parameters of the worker quality model
can be set to the worker of good quality.

E-step. We get the response rw
t of workers {w} to tasks {t}. We estimate the

probability of the true answer zt of the task according to the values of the
parameters of the worker quality model derived by M-step.

P (zt|r, d, μ, δ) = P (zt|rw
t , dt, μw, δw)

∝ p(zt)
∏
w

p(rw
t |zt, dt, μw, δw) (5)

M-step. We maximize the expectation of likelihood function L log-Likelihood to
estimate the parameters of worker quality model δ and μ based on the estimation
of the answers to tasks derived by E-step and the workers’ responses to tasks.

E(ln L) = E [ln p(z, r, d|μ, δ)]

= E

[
ln

∏
t

(
p(zt)

∏
w

p(rw
t |zt, dt, μw, δw)

)]
(6)

Since there are many unobserved variables (z, δ and μ) in the expectation of
likelihood function. We estimate the parameters of the worker quality model δ
and μ by a fitting algorithm(in Sect. 5.2) based on our worker quality distribution
function and the estimation of the answers of tasks derived by E-step.

5.2 Fitting Algorithm for Worker Distribution Model

In our worker quality distribution model, each worker’s reliability varies when
he or she completes tasks with different difficulty. And reliability of workers
will be affected differently by task difficulty. We propose a fitting algorithm
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(show in Algorithm 1) to derive the parameters of worker quality distribution
model. Next, we describe the process of fitting the worker quality distribution
function in detail.

Step 1: Finding the discrete data points of each worker model. In the previous
chapter, we describe the representation method of task difficulty (i.e. indepen-
dent variables) in the model. We use the response set of each task to indirectly
represent the difficulty of the task. In addition, the reliability of the worker’s
response to the task represents the worker’s ability (i.e. dependent variable).

Step 2: Clustering the discrete points in each worker’s quality model. The
purpose is to take some outliers into account as well. Because each worker com-
pletes many tasks with different difficulties, the data points in the model may be
too scattered and there are many abnormal points. As a result, it is difficult to fit
the worker model that best fits the characteristics of workers. So, we cluster the
discrete data points to find some centroids that best reflect the characteristics of
workers. When clustering, we will limit the corresponding task difficulty of data
points in the same cluster to a centroid.

Step 3: We use the least square method to fit a curve closest to the worker’s
quality distribution function according to the centroids obtained by clustering,
and get the parameters of each worker quality distribution model.

(a) step-1. (b) step-2.

(c) step-2. (d) step-3.

Fig. 2. An example of fitting algorithm (Color figure online)
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The Fig. 2 shows an example of fitting worker quality model. In the Fig. 2(a),
green points represent discrete data points. Figure 2(b) shows the results of our
clustering, in which different color points represent different clusters. The red
points in Fig. 2(c) represent centroid points obtained by clustering, and Fig. 2(d)
shows the worker quality model fitted according to centroid points.

Algorithm 1. Fitting Algorithm.
Input: response set of task, Mt; reliability of worker, Qw;
Output: Parameters of worker quality model μ, δ;
1: Model task difficulty dt based on Mt;
2: discrete data points {(dt, Qw)}
3: Initialize k centroids {c};
4: if cluster of any point changes then
5: for each point(dt, Qw) do
6: for each centroid c do
7: Calculate the Distance between centroid c and point (dt, Qw);
8: Put point into the nearest cluster;
9: for each cluster do

10: new centroid c ← mean of points;
11: end for
12: end for
13: end for
14: end if
15: μ, δ ← least squares method with centroids {c};
16: return μ, δ;

In the fitting algorithm, We first compute all discrete data points in the
worker model. Then we cluster the discrete data points to find some centroids
that best reflect the characteristics of workers. The time complexity of clustering
is related to the number of discrete data points, O(n). At last, we use the least
square method to estimate the parameters of each worker quality distribution
model.

6 Experiment

In the experimental part, we evaluate our method (WDM) with a set of real-
world data and synthetic data, and we compare our method with other algo-
rithms (MV, DS [12], KOS [33], Zen [32]) that are also estimating the true
answer of tasks and worker quality.

6.1 Synthetic Data Experiments

In the synthetic experiment, we use a set of data generated by the model itself to
explore the performance of our method. In this case, we can know the real values
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of the parameters of the worker model and the true answers of the tasks. We
compare our method with other four algorithms on accuracy of task true answer
estimation. In addition, we also evaluate the similarity between estimated and
actual parameters of the worker quality model.

Data Generation. In the process of generating synthetic data, we first generate
a set of ture answers to tasks. Given a fixed probability value u, we assign a real
answer to each task. The probability of task answer 1 is u, and vice versa,
the probability is (1 − u). For each task, we set a difficulty value between 0–1.
Then, we generate a different worker quality curve for each worker, i. e. setting
the parameters of each worker model, the constraints generated are that most
workers (more than 90%) are better than random ones. Then, we generate the
corresponding workers’responses to the tasks according to the quality of these
workers and the difficulty of the task. In the synthetic data, we set the total
number of tasks n = 1000 and total number of workers m = 100, then vary the
number of responses received by each task and the number of tasks completed
by each worker.

Experimental Process and Results. We evaluate our method on estimating
task true answers and parameters of worker quality model. We know that EM
algorithm needs to be inputted a set of initial parameters. Here, we set the worker
quality μ = 0 and δ = 0.5 as the initial parameters to carry out experiments. We
conducted experiments with multiple combinations of data: setting 1, each task
receives s response, the total number of workers m > s; setting 2, each worker
completes h tasks, and each task receives a different number of responses from
workers.

(a) setting 1. (b) setting 2.

Fig. 3. True answer of task estimation

True Answer of Task Estimation. In Fig. 3(a), (b), we plot the accuracy of task
truth estimation, and each algorithm correctly estimates the score of task answer
(the higher the score, the better). Here, our strategy estimates the true answer
of the task with higher accuracy than other algorithms.
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(a) setting 1. (b) setting 2.

Fig. 4. Worker quality model estimation

Worker Quality Model Estimation. Figure 4(a) and (b) show the gap between
estimated and actual worker quality. We calculated the coefficient of determina-
tion R2(the higher the score, the better) between the estimated worker quality
model and the actual worker quality. We observe that the similarity between our
estimated worker model and the real worker model is generally high, and with
the increase of data, the accuracy of worker quality estimation is on the rise.

Summary. In the synthetic data experiments, our method is superior to other
algorithms on estimation for task true answer. In addition, our method can
accurately estimate the parameters of the worker quality model.

6.2 Real-World Data Experiments

In our real-world data experiments, data is collecting by publishing a large num-
ber of movie reviews as emotional analysis tasks on AMT. The workers on the
platform will complete these emotional analysis tasks, that is, to judge whether
the movie reviews express positive or negative emotions, and finally collect the
responses of workers to the tasks. The data contains a total of 5,000 tasks, which
were responsed by about 200 workers.

Experimental Process and Results. In real data experiments, we know the
real answers of tasks, but we can not know the real quality of workers in real data.
And we randomly extract data from real data sets in three different ways. For
each data setting, we compare our method with four algorithms in the accuracy
of task true answer estimation.

Data setting 1: We randomly select a certain number of workers from all workers
in the data, then select all the response data of these workers, and we constantly
change the number of workers selected. In the Fig. 5, we plot the accuracy of
task true answer estimation (the higher the score, the better) returned by our
method and four other algorithms on varying the number of worker. We observe
that our method obtains more accurate estimation results than other methods.
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Fig. 5. Data setting 1: true answer of task estimation

Fig. 6. Data setting 2: true answer of task estimation

Data setting 2: We randomly select a certain number of tasks from all tasks in
the data, then extract all the responses received by these tasks, we constantly
change the number of tasks extracted. The Fig. 6 shows the accuracy of task
truth estimation returned by our method and four other algorithms on varying
the number of task. Here, again, our method returns more accurate estimation
results in the case of different numbers of tasks.

Data setting 3: We randomly sample a certain number of labels from all data,
then we constantly change the number of labels extracted. The Fig. 7 shows the
results of comparing our method with four other answer estimation algorithms on
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Fig. 7. Data setting 3: true answer of task estimation

varying the number of label. We observe that our method obtain more accurate
estimation results than other methods.

Summary. From the results of experiments, we observe that our method always
returns more accurate results on the three data setting. And the richer the
worker’s response data is, the better the estimation result of our method is.
Although we can not know the real quality of workers, we believe that our
method with worker quality distribution model can estimate the characteristics
of workers more accurately.

7 Conclusion

In crowdsourcing, quality management is an important problem because of the
uneven ability of workers on internet. The quality of workers can influence the
results of crowdsourcing. And the quality of workers will be affected by the diffi-
culty of the task. The more difficult the task is, the lower probability that workers
can correctly answer the task. We propose a dynamic difficulty-sensitive worker
quality distribution model to improve the quality of results from crowdsourcing.
Our model more accurately describes the relationship between worker reliability
and task difficulty. We conduct extensive experiments with synthetic data and
real-world data. The results show that our method has higher accuracy of task
answer estimation than other algorithms. Moreover, our worker quality distribu-
tion model can not only describe the characteristics of workers more accurately,
but also predict the reliability of workers in tasks they have not done. In the
future work, our worker quality distribution model can be applied to other stud-
ies of crowdsourcing, such as task allocation. We can assign tasks to the suitable
workers based on our worker quality distribution model as the task states change
dynamically.
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