
Forecasting Long-Term Call Traffic Based
on Seasonal Dependencies

Longchun Cao, Kui Ma, Bin Cao(B), and Jing Fan

Zhejiang University of Technology, Hangzhou, China
bincao@zjut.edu.cn

Abstract. How to use future call traffic for scheduling different staffs
to work in a month or a week is an important task for call center. In
this problem setting, the call traffic should be predicted in a long-term
way where the forecasting results for different periods are required. How-
ever, it is very challenging to solve this problem due to the randomness
nature of the call traffic and the multiple forecasting in long term. Cur-
rent methods cannot solve this problem since they either merely focus
on short-term forecasting for the next hour or next day, or ignore call-
holding time for call traffic prediction. In this paper, we propose an effec-
tive method for predicting long-term call traffic with multiple forecasting
results for different future periods, e.g., every 15 min, and take both call
arrival rate and call-holding time into consideration through the Erlang.
In our method, the seasonal dependencies are summarized by perform-
ing data analysis, then different features based on these dependencies are
extracted for training the prediction model.In order to forecast call traf-
fic of multiple time buckets, we propose two strategies based on different
features. The evaluation results show that the features, the prediction
models and the strategies are feasible.

Keywords: Long-term · Multiple · Call traffic · Forecasting ·
Seasonal dependence

1 Introduction

Nowadays, more and more companies set up call centers to help them process
customer requests through the telephone. Knowing future call traffic in different
time buckets in advance can help call centers to further improve their service
quality. However, it is far from trivial to perform effective long-term call traffic
forecasting: First, the call arrival process is very complicated and it may be
affected by different causes in different time buckets [1–3], e.g., many people
may make calls to the taxi service center when they want to take rides to their
offices in the morning. Second, some tasks in the call center usually require the
awareness of call traffic in different time buckets within a future long term, e.g.,
the call center wants to schedule the staffs to different time buckets based on the
corresponding call traffic for the next week, and as far as we know, the problem
of forecasting call traffic of multiple time buckets haven’t been well studied. Most
existing solutions for call traffic forecasting merely focus on the prediction for
the single time bucket of the next hour or day [3–5].
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In this paper, based on the observed seasonal dependencies of historical call
traffic data, we propose an effective method for predicting long-term call traffic
with multiple forecasting results for different future time buckets. It is impor-
tant to note that the call traffic here is calculated by Erlang formula [6] where
both the call arrival rate and the average holding time are considered. In our
method, we first extract the following three types of seasonal features: (1) Date
time features, like the year, month, day, and the beginning of the time bucket,
(2) Special days features, such as the day of week, whether it is the weekend,
the beginning, middle or end of a month, (3) Intraday and interday features,
which correspond to the call traffic of the same time buckets in the past few
days and the call traffic of previous time buckets. Then, in order to forecast call
traffic of multiple time buckets, we propose two strategies based on whether tak-
ing into account the third feature type, i.e., intraday and interday features. The
first strategy that merely considers first two types of the feature is to directly
use supervised classification method, i.e., train the model that connect features
and corresponding call traffic, and then perform the prediction by inputting the
corresponding features. The second strategy performs the prediction in an incre-
mental way, i.e., we first forecast the next call traffic, and then use the predicted
result as the intraday and interday feature values for the next time bucket.

The classification method used in our work is the Random Forests (RF) [7]
due to its robustness in real applications. Moreover, to demonstrate the effec-
tiveness of our method, we use the real-world dataset from a China Telecom
branch throughout the paper. The experimental evaluation shows that consid-
ering different correlated dependencies play an important role in the call traffic
forecasting. The contributions in this paper can be summarized as follows:

– We extract a variety of features based on different types of seasonal dependen-
cies, including date time type features, special days features, and the intraday
and interday features.

– We propose an incremental strategy for forecasting call traffic of multiple
time buckets when intraday and interday features are considered.

– We perform extensive experiments and prove the effectiveness of the proposed
method.

The rest of the paper is organized as follows. In Sect. 2, we briefly introduce
the dataset. The feature construction based on the seasonal dependencies is
detailed in Sect. 3. Then we present the method for forecasting call traffic in
Sect. 4. Section 5 shows the experimental results. Related work is reviewed in
Sect. 6. Finally, in Sect. 7, we conclude the paper and describe future work.

2 Dataset

The data we use is from a call center of China Telecom which has millions of
customers, and its background database records all the information about the
call center service. Note that the original data we get from the background
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database of the call center is from 1 January 2016 to 31 December 2018, and
each time bucket that collects call traffic is 15-min intervals.

In order to settle down our problem with minimal cost, we only extract the
following five fields from the original database:

– callID, the unique identification for the call services in each time bucket.
– callDate, the begin date of each time bucket.
– callTime, the begin time of each time bucket.
– callArrivals, the volume of the call arrivals which are collected in each time

bucket.
– callDuration, the average call-holding time (the average time of a phone call)

in each time bucket.

For the sake of describing the records of the call service more simply and
effectively, we generate a new filed to identify the records. We name callDate
plus callTime as callDatetime as the unique identification for the call services
over 15-min intervals. Furthermore, we name the result of multiply callArrivals
per second by callDuration as callTraffic. Finally, we get two fields that we need
through data preprocessing: callDatetime and callTraffic, which can be computed
by Eqs. 1 and 2, respectively.

callDatetime = callDate + callT ime (1)

callT raffic =
callArrivals

15 × 60
× callDuration (2)

3 Feature Engineering

In this section, firstly, we analyze the data and introduce what features to be
extracted. The rest of the section, we describe how to extract the features.

3.1 Data Analysis

The call traffic is different in different years, months, days and time buckets, and
exhibit intraday, daily, weekly monthly and yearly seasonalities on the influence
of people’s normal routine and scheduling of the call center. We put the year,
the month, the day and the time bucket into the features of the call traffic.
Furthermore, we found that call traffic of some special days such as the day of
the week, the weekend, the beginning, middle or end of a month, and holidays will
suddenly increase or decrease. Therefore, we also take these factors as features.
Moreover, under the influence of external factors like the weather or promotions,
the impact will last for a period of time or days. As a result, the call traffic is
related to the call traffic of previous time buckets, and the call traffic of the
same time buckets in the past few days. Undoubtedly, we also consider these
two factors as features. Taking these effective features which are related to the
call traffic into consideration will make the forecasting more accurate.
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Due to the call traffic influenced by date, time, external factors, and based on
the analysis of the data mentioned above, we extract the following three types
of features:

– Date time features, which have the date time dependencies, like the year,
month, day, and total minutes of the begin time of the time bucket.

– Special days features, such as the day of the week, whether it is the weekend,
the beginning, middle or end of a month, and whether it is a festival. Note
that, the festival is the Spring Festival in this paper.

– Intraday and interday features, that is the call traffic of previous time buckets
and the call traffic of the same time buckets in the past few days.

3.2 Date Time Features

Fig. 1. 15-min call traffic from 15 January, 2016 to 14 February, 2016 and 15 January,
2017 to 14 February, 2017.

Figure 1 provides examples of the two time series. We plot 15-min call traffic from
15 January, 2016 to 14 February, 2016 and 15 January, 2017 to 14 February, 2017.
Observe from different years, months, days and time buckets, we can easily find
that the call traffic is completely different. So that we take the year, month,
day and time bucket as the features. By calculating the timestamp, we can get
the values of the date time features. For example, the timestamp is “2016-01-15
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07:30”, and the values of the year, month, day and total minutes of the time are
“2016”, “1”, “15” and “450”. Note that we named totalMinuetes as the total
minutes of the begin time of the time bucket, which can be calculated by Eq. 3.
To sum up, the date time features are the year, month, day and totalMinuetes.

totalMinuetes = hour × 60 + minute (3)

3.3 Special Days Features

Fig. 2. 15-min call traffic over two con-
secutive weeks from 9 May 2016 to 22
May 2016.

Fig. 3. Intraday profiles of call traffic by
weekday and weekend from 1 January,
2016 to 31 December, 2017.

Weekly Features. From Fig. 2, we illustrate weekly seasonality by plotting
daily call traffic from 9 May, 2016 to 22 May, 2016 including weekends. It is not
hard to find that the call traffic is not equal every day of a week and less on
weekends than other days, such as 14 May, 2016 and 15 May, 2016. In order to
make this view more convincing, we analyze the data from 1 January, 2016 to 31
December, 2017 and plot 15-minutely average call traffic every day of the week,
in Fig. 3. Although the call traffic of every day has a similar distribution, the call
traffic at the same time bucket is still not equal and less on weekends than other
days. We named dayofweek as the day of the week and isweekend as whether it
is the weekend. The values are given in Table 1. To sum up, the weekly features
are dayofweek and isweekend.

Monthly Features. In Fig. 4 we plot the call traffic per day arriving at the
call center from 1 January, 2016 to 31 December, 2016 and from 1 January,
2017 to 31 December, 2017. It is very clear that the volumes of call traffic are
particularly large at the beginning and end of every month and the call traffic
at the middle of the month is also larger than the other days of the month. In
Fig. 5, we plot the average daily call traffic of the same day of the different month
from 1 January, 2016 to 31 December, 2017. Through the analysis of call traffic
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Table 1. The values of the weekly features in the day of week.

Mon. Tues. Wed. Thurs. Fri. Sat. Sun.

dayofweek 1 2 3 4 5 6 7

isweekend 0 0 0 0 0 1 1

Fig. 4. Daily call traffic over successive months from 1 January, 2016 to 31 December,
2016 and 1 January, 2017 to 31 December, 2017.

distribution and the experience of staffs, The values of the beginning, middle,
and end of the month are generated by Eq. 4, and the monthly feature here is
named sectionofmonth.

sectionofmonth =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, otherwise

1, day ∈ [1, 5]
2, day ∈ [16, 22]
3, day ∈ [days − 2, days]

(4)

where day is the day of a month, days is the total days of a month.
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Fig. 5. Average daily call traffic of the
same day of the different month from 1
January, 2016 to 31 December, 2017.

Fig. 6. Intraday profiles of average call
traffic per day from 1 January, 2016 to
31 December, 2017.

Yearly Features. Observe from Figs. 1 and 4, the call traffic in the Spring
Festival from 7 January, 2016 to 13 January, 2016 and from 27 January, 2017
to 2 February, 2017 is obviously less than the other days. The reason for the
sharp decline in call traffic during the Spring Festival is that most people are
on holiday and only a few staffs are on duty. Furthermore, the annual Spring
Festival is not on fixed days. We refer to those days with unusual call traffic as
special days of the year. In this paper, the special days we mainly consider is the
Spring Festival. The yearly feature here is named isfestival, and the value can
be calculated by Eq. 5.

isfestival =

{
1, is during the Spring Festival

0, otherwise
(5)

3.4 Intraday and Interday Features

Intraday Features. From the Figs. 1, 2 and 3, we know that intraday profiles
of call traffic in every day is similar to each other. For a more microscopic view
of intraday calll traffic, we plot intraday profiles of average call traffic per day
from 1 January, 2016 to 31 December, 2017, in Fig. 6. We find that the trend of
call traffic is almost the same for a consecutive period of time, e.g., from 07:00
to 11:00, the call traffic increase at an almost same rate. In addition to the
schedule of the call center, we divide the day into several sections with a similar
trend. According to the trend of increase and decrease, here the sections are
[22:30, 07:30), [07:30, 11:00), [11:00, 13:00), [13:00, 16:30), [16:30, 18:00), [18:00,
19:30) and [19:30, 22:30). The minimum duration is [16:30, 18:00) and [18:00,
19:30), and the count of the time buckets is 6. Hence, the intraday features are
the call traffic in the past up to 6 time buckets. For example, if we want to
forecast the call traffic of [10:00, 10:15), the intraday features are the call traffic
of [09:45, 10:00), [09:30, 09:45), [09:15, 09:30), [09:00, 09:15), [08:45, 09:00) and
[08:30, 08:45). In Table 2, we illustrate the intraday correlation in consecutive 15-
min intervals from 07:30 to 08:30. The measure to be used to capture intraday
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Table 2. Correlations between call traffic in consecutive 15-min intervals.

Time bucket [07:30, 07:45) [07:45, 08:00) [08:00, 08:15) [08:15, 08:30) [08:30, 08:45)

[07:30, 07:45) 1 0.84 0.76 0.73 0.69

[07:45, 08:00) 1 0.81 0.78 0.76

[08:00, 08:15) 1 0.88 0.79

[08:15, 08:30) 1 0.79

[08:30, 08:45) 1

dependence in call traffic is Pearson’s correlation coefficient. Table 2 illustrate
two properties which are observed very commonly in reality:

– Correlations between the adjacent time buckets within a day are strong and
positive.

– Intraday correlations are slightly smaller, with longer lags.

Interday Features. In Figs. 2 and 3, the call traffic exhibit daily and weekly
seasonalities. The volumes and trend of call traffic are similar at the same time
bucket on each day of the week. The interday features are the call traffic at the
same time bucket in past up to 7 days. For instance, if we want to forecast the
call traffic of [10:00, 10:15) on 8 January, the interday features are the call traffic
of [10:00, 10:15) on 7 January, 6 January, 5 January, 4 January, 3 January,
2 January and 1 January. In Table 3, we illustrate the interday correlation in
consecutive days from Monday to Sunday. The measure to be used to capture
interday dependence in call traffic is Pearson’s correlation coefficient. Table 3
illustrate two properties which are observed very commonly in reality:

– Correlations between successive days are strong and positive.
– Interday correlations are slightly smaller, with longer lags.

Table 3. Correlations between call traffic in consecutive days.

The day of the week Mon. Tues. Wed. Thurs. Fri. Sat. Sun.

Mon. 1 0.89 0.80 0.74 0.72 0.64 0.60

Tues. 1 0.87 0.79 0.79 0.72 0.62

Wed. 1 0.85 0.81 0.75 0.63

Thurs. 1 0.87 0.78 0.65

Fri. 1 0.87 0.73

Sat. 1 0.83

Sun. 1
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4 Forecasting Call Traffic

In this section, we will introduce the process of forecasting call traffic, includ-
ing call traffic model training and call traffic forecasting. Firstly, we select the
training data that we need from the existing call traffic data. Then we use the
training data to train the model. Finally, input the features of the time buckets
to be forecasted into the model to obtain the call traffic.

4.1 Call Traffic Model Training

Call traffic model training includes the training data preparation and model
training. Firstly we introduce how to prepare the training data, then show the
way of the model training.

Training Data Preparation. For the reason that the call traffic exhibit yearly
and monthly dependencies, the training data we have prepared is the data for
the first few months of the forecast month and the same months in the previous
years. For example, in Fig. 7, if we want to forecast the call traffic of September
2018 and set the number of previous years to 2, the number of previous months
to 3, the training data is from June 2018 to August 2018, from June 2017 to
September 2017 and from June 2016 to September 2016.

121110987654321

train

2016

121110987654321

train

2017

121110987654321

train

2018

forecast

Fig. 7. Training data for September 2018.

Model Training. In this paper, we choose the RF to train model, which is
a flexible and easy to use machine learning algorithm that always produces a
good result even without hyper-parameter tuning. Since the RF is a supervised
learning algorithm, we should know the features and target of each time bucket.
Firstly, we can get the training data of the forecast month according to Sect. 4.1,
then get the preprocessed data according to Sect. 2. Note that, if you select
intraday and interday features to train the model, make sure the values are not
null. Because the first few data has no intraday or interday features. Next, we can
get the features of each training data according to Sect. 3, and the corresponding
target is the call traffic of each time bucket. See Table 4, tbd,i is the ith time
bucket on the dth day, dtd,i is the corresponding features of date time, sdd,i
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is the corresponding features of special days, and td,i is the corresponding call
traffic. Finally, we can select several of the features and target of each time
bucket to train the model by using the RF. After training, we can get the model
for forecasting call traffic.

Table 4. Features and target of each time bucket.

Time bucket Features Target

Date time Special days Intraday and interday

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

tbd,i dtd,i sdd,i td,i−1, td,i−2, · · · , td−1,i, td−2,i, · · · td,i

tbd,i+1 dtd,i+1 sdd,i+1 td,i, td,i−1, · · · , td−1,i+1, td−2,i+1, · · · td,i+1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

tbd+1,i dtd+1,i sdd+1,i td+1,i−1, td+1,i−2, · · · , td,i, td−1,i, · · · td+1,i

tbd+1,i+1 dtd+1,i+1 sdd+1,i+1 td+1,i, td+1,i−1, · · · , td,i+1, td−1,i+1, · · · td+1,i+1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

4.2 Call Traffic Forecasting

This section firstly introduces the incremental forecasting, then presents two
strategies to forecast the call traffic. The first strategy uses the model trained
without intraday and interday features to forecast, while the second strategy
uses the model trained with intraday and interday features to forecast.

Incremental Forecasting. As we all know, the external events such as the
weather or promotions will influence the call traffic, and will increase the call
traffic for most of the time. Moreover, the impact will last a period of time or
days. The time of the external events occur is not fixed, hence there are no date
and time seasonalities. However, the call traffic has the intraday and interday
dependencies, i.e., it related to the call traffic of previous time buckets and
the call traffic of the same time buckets in the past few days. Therefore, we can
forecast the call traffic according to the previous. For one month forecast, we can
forecast the first call traffic based on the previous call traffic, and the remaining
call traffic should be forecasted in an incremental way. Since when we forecast
the first call traffic, the previous call traffic has been given, but the previous call
traffic of the rest call traffic to be forecasted is unknown. Consequently, before
forecasting the next call traffic, we must first forecast the previous. For example,
the month to be forecasted is September, we first forecast the call traffic of
[00:00, 00:15) on 1 September according to the previous call traffic that is given,
then we forecast the call traffic of [00:15, 00:30) on 1 September, according to
the call traffic of [00:00, 00:15) on 1 September that has been forecasted and the
previous call traffic that is given. So that we can forecast the next call traffic in
this incremental way. Finally, we get the call traffic of every time bucket in the
month.
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Fig. 8. The flowchart of forecasting with-
out intraday and interday features.

Fig. 9. The flowchart of forecasting with
intraday and interday features.

Forecasting Without Intraday and Interday Features. In this method,
the features of each time bucket we can get by calculating the beginning times-
tamp of the time bucket as we mentioned in Sect. 3. Then we can forecast the call
traffic of each time bucket by the model trained without intraday and interday
features in Sect. 4.1. The flowchart of Fig. 8 details the adopted forecast strategy.

Forecasting with Intraday and Interday Features. As we mentioned in
Sect. 3.4, the associations between the call traffic of adjacent time bucket play a
role in forecasting the next call traffic. The call traffic is related by the previous
call traffic. Hence, the incremental forecasting method we mentioned above is a
good choice. First of all, we could forecast the first time bucket of call traffic,
because it’s features could be extracted from the preprocessed data. Then, before
we forecasting the second time bucket of call traffic, we should append the call
traffic of the first time bucket to the preprocessed data so that when extracting
the features for the second time bucket, we can get the intraday features. Hence,
we can forecast the next in the same way. In the end, we could forecast all the call
traffic using the incremental method. The flowchart of Fig. 9 details the adopted
forecast strategy.

5 Experimental Evaluation

In this section, we conduct an empirical study using the data set described in
Sect. 4 and quantify the accuracy of the forecasts generated by the candidate
models. To analyze the impact of each group of features, we compare the mod-
els with different features based on their forecasting performance. We perform
detailed experimental evaluations from the following models:

– model d, trained by date time features.
– model ds, trained by date time and special days features.
– model di, trained by date time features, intraday and interday features.
– model dsi, trained by date time features, specials days, intraday and interday

features.
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Learning and Forecasting Period. The period we want to forecast is from 1
September, 2018, to 31 December, 2018. That is, we make forecasts for 4 months,
and each month include weekends. We generate 24 × 4 = 96 predicted values for
each day, and accuracy from 07:30 to 22:30, which is the normal operating time
of the call center. For the learning period, in order to get more training data, we
set the previous years to 2 and the previous months to 11, that is all the data
before the forecast month. In the model di and model dsi, we set the previous
time buckets of intraday features to 1 and the previous days of interday features
to 1. We set the n estimators to 100, which is the parameter of the random
forest and represents the number of trees in the forest.

Performance Measures. We quantify the accuracy of a point prediction by
computing the mean squared error (MSE) per 15-min intervals, defined by

MSE =
1
N

∑

d,i

(Vd,i − V̂d,i)2, (6)

where N is the total number of predictions made, Vd,i is the volume of call traffic
in the ith 15-min intervals of a given day d and V̂d,i is the predicted value of
Vd,i. Consistent with standard practice, we also consider the square root of the
MSE, the root mean squared error (RMSE), given by

RMSE =
√
MSE =

√
1
N

∑

d,i

(Vd,i − V̂d,i)2. (7)

In addition to the MSE and RMSE, we compute, for a relative measure of accu-
racy, the mean absolute percentage error (MAPE) defined by

MAPE =
1
N

∑

d,i

∣
∣
∣Vd,i − V̂d,i

∣
∣
∣

Vd,i
. (8)

Forecasting Performance. With the same parameter and training data,
Table 5 shows the performance of all the models in different forecast months.
In the performance of these four forecast months, model ds always generates the
most accurate point forecasts among all models considered. It means that the
model ds trained by date time features and special days fit well with the call traf-
fic data which exhibit different types of seasonal dependencies. Compare model d
with model ds, although model d has considered the year, month, day and period
of the day, and the performance is also very good, it has not considered the spe-
cials days. And the performance proves that special days features could help
improve the accuracy of the forecasting. Compare model d with model di, the
performance in November, 2018 shows that intraday and interday features have
a positive effect on improving accuracy, but has no significant effect in the other
three months. Hence, we can know that the call traffic mainly depends on date
and time and associations between the adjacent call traffic have a little effect
from the performance of model d, model ds and model di. The model dsi has
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the lowest accuracy in three months, it can be inferred that the specials days
and intraday, interday features have conflicting relationships, which lead to a
decrease in accuracy.

Table 5. Performance of each model in different months

n estimators Month Model MSE RMSE MAPE

100 2018.09 model d 159.7 12.6 13.4

model ds 133.7 11.7 12.1

model di 141.2 11.9 13.5

model dsi 178.9 13.4 15.2

2018.10 model d 239.5 15.5 20.0

model ds 170.6 13.1 17.2

model di 242.9 15.6 20.9

model dsi 276.2 16.6 22.2

2018.11 model d 237.6 15.4 15.6

model ds 164.6 12.8 13.1

model di 172.3 13.1 14.1

model dsi 135.9 11.7 13.6

2018.12 model d 213.3 14.6 18.6

model ds 147.9 12.2 16.4

model di 168.3 13.0 18.4

model dsi 203.4 14.3 19.8

average model d 212.5 14.5 16.9

model ds 154.2 12.5 14.7

model di 181.2 13.4 16.7

model dsi 198.6 14.0 17.7

The results of this section show that the model trained by date time and
special days features usually lead to the more accurate point than the other
models.

6 Related Work

As far as we know, there is little work directly related to forecasting call traffic
for a month. However, call arrivals forecasting has been studied in a variety of
other research. The call arrivals process can be modeled as a Poisson arrival
process, and has been shown to possess several features [1,2,8–10]. Moreover,
call center arrivals typically exhibit a significant dispersion relative to the Pois-
son distribution. Thus, a doubly stochastic Poisson arrival process may be more
appropriate [3,11–14]. The method based on Poisson is modeled in a day, and do
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not consider the seasonal dependencies. The call center arrivals exhibit different
types of dependencies. A reasonable forecasting model needs to account appro-
priately for some or all of the types of dependencies that exist in real data [3].
In the case where the call arrival rate has intraday and interday dependencies,
standard time series models may be applied for forecasting call arrivals [3], such
as autoregressive integrated moving average (ARIMA) models and exponential
smoothing [15]. It forecast the next value, but in our problem, we should forecast
the values of each time bucket in a month. In addition, some studies have pro-
posed fixed-effects models [13,16–18] and mixed-effects models [12,13] to account
for the intraday dependence, interday dependence, and inter-type dependence of
call arrivals. Dimension reduction [17,19,20] and Bayesian techniques [16,21,22]
have also been adopted in the literature. Although it takes the intraday and
interday features into consideration, the other seasonal dependencies, e.g., date
time dependencies, are ignored. Many forecasting models assume that specials
days are outliers, and remove such days [23], or describe the application of sin-
gular vector decomposition for outlier detection but provide no empirical evalua-
tion [20]. However, many other studies avoid this problem by assuming the data
pre-cleansed [11,18,24–26]. However, in our problem, the period we forecast is
one month, including special days, such as weekends, holidays.

In summary, the problem we want to solve in this paper could be distin-
guished from previous research from four main aspects:

– As far as we know, there is little work had been done on the problem of
forecasting long-term call traffic of multiple time buckets.

– Different types of seasonal dependencies are not all considered.
– We choose the RF to train model, which is a supervised learning algorithm.

7 Conclusions

In this paper, we proposed the problem of forecasting long-term call traffic of
multiple time buckets, which has not been well addressed so far. In order to solve
this problem, we first take the call arrival rate and the average holding time into
consideration. Then we extracted three groups of features, named date time
features, special days features, intraday and interday features. Next we trained
the models based on the features by using the method of the RF. At last, we
proposed two strategies to forecast the call traffic based on whether taking into
account the intraday and interday features. According to the experiments, we
obtained following conclusions:

– All features we extracted work well in our problem;
– The intraday and interday features have a little effect on the performance.
– The second model, trained by date time and special days features is the best

choice for our problem.

For future work, we are going to further study the dependencies of the call
traffic and explore more reliable features to improve the quality of forecasting.
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