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With the ever increasing number of data breaches and security incidents it is evi-
dent that the traditional manual models of cyber-security are unable to defend
complex and large cyber-networks. The new models of defence need to focus
on auto-resiliency, integration and fast response-time. To meet these objectives,
even after decades of development of cyber security systems, still there exist
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Abstract. After decades of deploying cyber-security systems, it has
become a well-known fact that the existing cyber-security architecture
has numerous inherent limitations that make the maintenance of the
current network security devices unscalable and provide the adversary
with asymmetric advantages. These limitations include: (1) difficulty in
obtaining the global network picture due to lack of mutual interactions
among heterogeneous network devices, (2) poor device self-awareness in
current architectures, (3) error-prone and time consuming manual config-
uration which is not effective in real-time attack mitigation, (4) inability
to diagnose misconfiguration and conflict resolution due to multi-party
management of security infrastructure. In this paper, as an initial step
to deal with these issues, we present a novel bio-inspired auto-resilient
security architecture. The main contribution of this paper includes: (1)
investigation of laws governing the dynamics of correct feedback control
in Biological Regulatory Networks (BRNs), (2) studying their applicabil-
ity for synthesizing correct models for bio-inspired communication net-
works, i.e. Firewall Regulatory Networks (FRNs), (3) verification of the
formal models of real network scenarios, to prove the correctness of the
proposed approach through model checking techniques.
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inherent limitations in the current cyber-security architecture that allow adver-
saries to not only plan and launch attacks effectively but also learn and evade
detection quite easily. These limitations include: (1) difficulty to obtain the global
knowledge (about security policies) of all security devices in the network, e.g.,
different firewalls are often managed by independent administrators, who have
no incentive for conducting coordinated exercises to mitigate the global risk,
(2) manual reconfiguration, which is time consuming, error-prone and ineffective
in real-time attack mitigation, (3) lack of mutual interactions among network
devices as most security devices such as firewalls and IDSs are configured and
managed individually for a subset of assets being directly protected, without any
realization of the global impact caused by reconfiguration of a single device on
the entire enterprize, (4) multi-party management makes the diagnosis (for mis-
configuration) and conflict resolution difficult and often leads to un-optimized
policy. Current cyber-security architecture does not have any notion of coordi-
nation via interaction among security devices. The limited sensing mechanisms
that exist work mostly offline, require human assistance and do not converge
towards global optimal solution. Our proposed work is inspired by interaction
at the cellular level between the entities of a Biological Regulatory Network
(BRN), which is a very fundamental and crucial phenomenon in the dynamics
of biological systems [25].

Existing cyber-security architectures also have no self-awareness of the risk
as the security policies usually take into account only usability, reachability and
demand requirements; whereas, the risk realization is either partially or com-
pletely ignored. Although the state of the art security risk assessment frame-
works provide a general overview of assessing and mitigating threats in different
phases of a kill-chain [1,28], these frameworks do not provide any means for
aligning local goals with global objectives. Interaction and self-awareness are the
fundamental ingredients for self-organization and adaptivity. Note that sensing
and self-awareness are two completely different processes, as sensing is related to
observing one’s environment or neighbors through interaction, and self-awareness
is the realization of one’s internal state. The sensing process without the aim
of optimizing a global objective (via feedback notion and automation) is nearly
useless, as by the time humans take action, the damage could be already done, or
becomes uncontrollable. The hierarchy in current cyber architectures lacks these
functionalities. Therefore, there is an immense need to integrate feedback mech-
anism in current architectures to allow continuous and dynamic risk mitigation
and real time response (in case of any perturbation).

On the other hand, biological systems have built-in feedback mechanisms,
through which they adapt and survive unknown threats in the surrounding envi-
ronment. We intend to redesign cyber-security architecture, based upon such reg-
ulatory, and feedback control mechanisms, in which even if one router, device or
machine is compromised, the neighboring devices should have tendency to alter
their behavior by allowing or restricting it from performing malicious activities.
The resultant architecture should have the tendency to survive under abnormal
conditions and to reduce (global) risk factor by maintaining progressive cycle to
avoid a deadlock/malicious state where risk is higher/above a specific threshold.



158 U. Rauf et al.

1.1 Challenges

The incentive of every security device in a cyber infrastructure is to reduce the
risk and to increase the usability and demand of the assets, for which it is respon-
sible. In large scale networks many security devices are intertwined, and security
policies of any device are not designed to reinforce neighboring security devices,
rather they are more focused towards the interests (usability and demand) of
the important assets that they are protecting. Consequently, a single erroneous
action performed by an operator (to fulfill demand) at a local level in any security
device, might have catastrophic (infrastructure level) impact (by increasing risk
on the other devices), which is hard (or impossible) to comprehend via manual
configuration. To the best of our knowledge, no existing technique implements
correct feedback control mechanism, for reconciliation among security devices,
to automate the global risk mitigation in an infrastructure. Designing optimal
policies to mitigate risk at global level is a Distributed Constraint Optimization
Problem (DCOP) [20], for which time complexity is exponential in the worst case
scenario, and managing such sensitive system manually is nearly impossible.

1.2 Contributions

As a first step towards creating an auto-resilient cyber architecture, in this paper
we present a three fold contribution: (1) first, we investigate the laws governing
the dynamics of correct feedback control in BRNs, (2) then we apply these laws
to synthesize correct model for bio-inspired networks, (3) finally we verify the
synthesized models for real communication networks, through model checking
techniques, to prove the correctness of the proposed approach.

2 Related Work

Over the past few years, bio-inspired computing has evolved as an active area
of research. Different aspects of biological phenomenon give rise to bio-inspired
mechanisms with applications to cyber-security, which include: (1) Swarm Intel-
ligence (SI), (2) Artificial Immune system (AIS), (3) Genetic Mutation, and
(4) Gene and Cell Regulation.

SI can be defined as an emergent collective behavior of non intelligent inter-
acting entities that attempt to achieve self-organization and global objectives
without any centralized control. Inspired by the behavior of social insects, the
main focus of the domain is to design resilient and robust systems, which can
efficiently and intelligently operate under the threat and catastrophic conditions
without any centralized control [3]. Mostly, SI based approaches have been used
for efficient routing, for identifying the source of an attack in the network, i.e.
Intrusion Detection System (IDS), and to prevent the attack by localizing its
origin, i.e. Intrusion Prevention System (IPS). Few recent approaches towards
this direction are [12,14,19,21,27].

The research in the domain of AIS began in the mid-1980s with Farmer,
Packard, and Perelson’s study [11]. The biggest revolution in this domain was
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the utilization of the concept of human immune system for computer security
which proposed one to one mapping or analogy between the immune system and
IDSes. With the development of the HIS principle, Negative Selection Algorithm
(NSA) [13], Clonal Selection Algorithm (CSA) [5], Immune Network Algorithm
(INA) [4], and Danger Theory Algorithm (DTA) [2] become the most represen-
tative algorithms in this domain. The most recent approaches which utilize these
concepts to design or improve IDSes includes [17,18,30].

Recently, researchers from the domain of cyber security have mapped the
concept of genetic mutation to cyber infrastructure with the aim of improv-
ing resiliency against active cyber threats e.g. Denial of Service (DoS) attacks.
They propose to change different parameters of the network (e.g. Routes or IP
addresses) proactively to avoid links under congestion and to avoid spreading of
malware [10,16,23]. This domain is relatively new (and less explored) as com-
pared to other bio-inspired cyber-security domains. Therefore, decentralized and
more efficient algorithm are required to fill the gap.

The fourth and the most important area which has not been explored by the
researchers so far, to its fullest potential, is the study of natural phenomenon
of Cell and Gene regulation via signal transduction [22]. Signal Transduction is
a mechanism in which (observed) exterior signals from a cell are transmitted
into its interior against which numerous autonomous entities, i.e., genes regu-
late each other to generate an appropriate response and maintain homeostasis
(by maintaining the optimal values of different parameters, e.g., blood pressure,
body temperature, and sugar level). The first and the only practical contribu-
tion in this domain was proposed by Dressler [9]. The author proposed a refined
and practical model for self-organization in a network facility (i.e., load man-
agement during packet inspection in intrusion detection systems) based on the
concept of cell regulation [9]. The motivation behind the choice was to embed
self-organization in a distributed detection system to regulate the amount of
traffic rate between probes and detection system in variable situations, and in
order to save the detection unit from becoming a potential target.

In the modern cyber networks, the usability of applications or services run-
ning on the end hosts are very important for an enterprize and hence cannot be
ignored. Although the approach proposed by Falko Dressler, presents an auto-
regulatory architecture for distributed IDS, the model does not incorporate the
notion of usability associated with an end host and risk affiliated with a flow.
The reactive strategy of the mentioned approach completely relies on the max-
imum throughput that a detection unit can handle without any regard to the
usability of end host, reachability requirement, and potential risk imposed by a
certain flow.

3 Biological Regulatory Networks (BRNs)

Every functionality in the human body and evolution of the morphological fea-
tures is highly influenced or controlled at molecular level [6]. Genes and proteins
are the main ingredient of this controlling mechanism, which cooperate together
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in a programmed manner to perform multiple tasks in an organism. Genes are
the informative subunits of the DNA and they decode instructions in the form of
proteins. Some proteins have the function of regulating the expression of genes
by turning them on or off. This process of interaction, between genes and protein
regulatory elements, establishes a BRN.

BRNs are very unique in their functionality as they have tendency to oper-
ate in adverse conditions under extreme threats without any central control or
external monitoring. The main strength and capability of exceptional operability
come from the structure of interactions, which is a feedback control mechanism.
It is only through feedback loops in a BRN that imposes a controlled mechanism
in order to maintain an optimal concentration of proteins in a cell [29]. Such feed-
back loops give rise to the phenomenon of genetic oscillations, which play a main
role in the activity of maintaining the cascade of internal biochemical reactions
with the extracellular environment. Molecular alterations in the performance of
such behavioral rhythms can lead to the severe pathological diseases, e.g., cancer.
This biological phenomenon can be summarized in a simple way: the dynamics
of the living system is controlled by the BRNs, and at any given time a BRN
of a living organism should optimize the cell behavior by maintaining the con-
centrations of proteins to make it survive in its (often abnormal) environmental
conditions.

The behavior of a single entity in a BRN can be classified into the sequence of
three different functions which are repeated infinitely often [25]: Sensing (signals
from the neighboring entities), Actuating (changing internal state) and Signal-
ing/influencing (firing/triggering an output signal) neighboring entities. A bio-
logical entity (gene/cell) in a BRN can either influence its neighboring entities
positively or negatively. The process of positively (conversely negatively) influ-
encing others is referred as Activation (conversely Inhibition). The influence
phase of this natural process (activating/inhibiting neighboring entities), forms
a feedback loop which is very fundamental to the control mechanism in BRNs for
maintaining the optimal value of different parameters. As a first step towards
creating bio-inspired resilient architecture, we intend to understand how this
feedback notion works and can help us accomplishing our objectives. In the next
section, we present a real-life example of a BRN, which is responsible for respi-
ratory mechanism in the human body and demonstrate how its malfunctioning
can lead to a severe lung disease.

3.1 BRN of the Cystic Fibrosis (Pseudomonas Aeruginosa)

Cystic fibrosis is a life threatening genetic disease that primarily effects the
lungs and digestive systems [24]. The main cause of the respiratory deficiency
in patients of cystic fibrosis is mucus production. The regulatory network which
controls the mechanism of mucus production is shown in Fig.1. AlgU (z) is
the main regulator of mucus production and it favors its own production while
another gene inhibits it. The regulatory network of mucus production can be ana-
lyzed using different approaches (e.g. Linear Hybrid Automata, coupled Differ-
ential Equation, Regulatory Network Transition Systems, or Regulatory Graphs)
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Fig. 1. (a) BRN of Pseudomonas aeruginosa, (b) Corresponding state space

[24], but for the convenience and simplicity we represent it by a regulatory graph
in Fig. 1(a), where x represents gene AlgU (or its protein) and y represents the
inhibitor protein of AlgU. The concentration of x and y is defined over the
qualitative levels. A positive sign (+) represents that x is the promotor of y or
positively influences y when its (2’s) concentration reaches level-1. As a result
of positive influence (activation), y’s concentration starts increasing. Once y’s
concentration reaches level 1, it inhibits x; as a result the concentration of x
reduces towards the minimum (through a feedback mechanism). The regulatory
interaction “+2” means that x becomes its own promoter/activator once its con-
centration reaches level 2. The concentration levels of each biological entity are
represented qualitatively. Level ‘0’ corresponds to the situation when the concen-
tration for the protein of a certain gene/biological entity is absent. In the same
manner, the higher levels, i.e., ‘1’ or ‘2’ refer to certain amount of concentration.
By carefully analyzing the regulatory graph of the Cystic Fibrosis, Rauf et al.
[25] show that it can govern two types of behaviors, oscillatory and deadlock.
Oscillatory is considered as normal whereas the deadlock condition which is a
hold and wait event sequence can be referred to as a malicious behavior. If the
inhibitory entity (y) activates before a certain level (before which AlgU favors its
own production) then the system will not lead towards the malicious disease and
will remain in progressive cycles, by maintaining the optimal values of the con-
centrations. Figure 1(b) shows the two possible behaviors of the (Pseudomonas
aeruginosa) BRN, achieved by the concurrent model checking. Although there
are two possible behaviors, the chances for malfunctioning of this BRN are very
low as the probability of someone being infected by this disease is ~0.00001.
This is only because of the nature imposed feedback control mechanism that
regulatory graph always avoids malicious behavior by remaining in progressive
cycles/oscillations. To avoid deadlock, disease state or malicious state, there
must be a realization of risk and there should be a feedback mechanism through
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Table 1. Analogy between BRNs and cyber networks

Characteristics of biological entity Characteristics of cyber entity
Sensing
An entity receives signals from all the A security device can collect required

neighboring entities as a result it becomes information from its neighboring devices i.e.
aware of the current state of its neighboring | value of assets, desired reachability

entities requirements, and risk evaluation against
different policy rules

Actuation

Biological entity increases/decreases its A security device can (autonomously)

concentration under excitatory/inhibitory add/remove set of rules under the influence

interaction from its neighboring entities of certain activities/signals from its
neighboring entities, which will result in
increase/decrease of the attack coverage of a
firewall /security device

Reaction

Influencing neighboring entities through A security device can also react against its

excitation or inhibition. However, nature of |actuation/updated (local) goals to

influence in biological systems is always influence/effect its neighboring entities,

static leading to disease states after evaluation of threat impact, risk

payoff, or benefits associated with the
assets, which it is responsible for the
security and performance of the system

which y can be aware of the threats and can inhibit x. This shows that the
understanding of theories and principles behind this self-organization through
feedback mechanism is crucial.

4 BRN-Inspired Cyber-Security Architecture Mapping

To proceed further with the idea of integrating auto-resiliency characteristics
of the biological systems in current cyber architecture, there must exist some
analogy and mapping of actions among fundamental entities of both domains.
Table 1 shows our effort towards mapping of BRNs dynamics to cyber networks.

4.1 Architecture of the Bio-inspired Firewall Regulatory Networks
(FRNs)

We propose the idea of an architecture, through which security devices can regu-
late each other via inhibitory/excitatory orders to optimize the global objective.
Figure 2 gives the realization of the proposed architecture, in which each security
device has its own sensors and actuators for self-awareness and interaction with
the neighboring elements. The most important part is the decision engine, which
receives information from the sensors and decides which actions to take through
actuators (according to global interest).
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Nature of the Interaction can be of two types in terms of cyber networks.
Inhibition order (from one device to another), which is driven by the risk associ-
ated to the assets for which a device is responsible and Activation/Excitation
order, which is driven by pay-off associated with the reachability. In working prin-
ciple of BRNs, nature of an interaction of a certain biological entity (gene) with
its neighboring entities always remain static and does not change over time. The
static (nature of) interaction leads towards disease states and malicious func-
tionality of organs. We aim to avoid rather than eliminate the causes which may
lead a system to bad/disease states.

Therefore, we propose that at any given time elements (security devices) of
the network should synthesize a set of regulatory interactions (among them)
which always leads towards progressive cycles (auto-regulation of the system)
rather than deadlock/malicious states (where the risk is always high). In the
next section we classify feedback mechanisms, which is fundamental to synthesize
regulatory interactions at a given time; through which system can always remain
in progressive cycles (self-organize or reconfigure itself if there is any perturbation
in the external environment).

Risk-Aware

Rules/Policies Activation (+) / Inhibition (-)
peensanes 1
- X,
Receptors/Sensors \ ¥ ¥
U
L { Firewall Decision Firewall Decision
1 Engine Engine
X y

T

! Actuators

1 (Activators/Inhibitors)
I

Activation (+) / Inhibition (-)

v
Feed-Back Mechanism

Fig. 2. Bio-inspired architecture of firewall regulatory networks for self organiza-
tion/automated risk mitigation

4.2 Notion of the Feedback and Current Cyber Infrastructures

Rene Thomas and d’Ari [29] mathematically proved using Linear Stability Anal-
ysis that: “A feedback loop is positive if it contains even number of negative inter-
actions (Fig. 3(a)) and negative if it contains odd number of negative interactions
(Fig. 3(b))”. When a system only contains negative feedback (conversely posi-
tive), which means it only has odd number of negatively regulated interactions,
it tends to oscillate around a certain optimal value. The oscillatory behavior
can also be referred to as a cyclic behavior, and such mechanism in biological
sciences is called “homeostasis”. If synthesis/evolution of a certain parameter
starts, it triggers the evolution of the same parameter in the following linked
elements (through positive regulations), unless a negatively regulated entity is
activated, from that point onward (the negatively regulated entity), suppresses
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the evolution of the same parameter in the following entities. This causes sup-
pression in the synthesis of that entity by pushing it to the ground state where it
is unable to regulate the neighboring entities. Hence the decay effect reaches to
the original entity/element. This happens periodically and corresponding behav-
ior is referred to as oscillatory behavior. Conversely, the systems having positive
feedback loops tends to end up in (unique or multi) stable states/deadlocks.
Stable states are those states in which the value of a certain parameter for all
entities becomes stable and it remains the same, which can also be considered
as a deadlock state, from where no progress becomes possible.

m-n+2
T

m-n+1

m-n

+ m-n+2

2 m-n+l
T~ F oments * +

(b)

Fig. 3. Classification of feedback control mechanisms; (a) positive feedback loop,
(b) negative feedback loop; where m and n represent entity indexing

In the context of current risk aware cyber infrastructures, deadlocks or stable-
steady states can be viewed as states where the overall risk for an organization
is above a certain bearable threshold. In the next section we describe our pro-
posed framework in detail for synthesizing the correct feedback control models
of Firewall Regulatory Networks (FRNs).

5 The Proposed Framework

This section describes our proposed BRN-inspired security architecture. Since,
there are a variety of security devices for securing cyber networks, here we con-
sider one particular type of security device, i.e., the network firewall (FW).
A typical corporate network can use several firewalls to segregate the network
according to the organizational needs, e.g., external, internal and demilitarized
zone (DMZ). We propose a revolutionary new paradigm whereby all these FWs
interact and form a network that we call FRNs. This model can be extended
to any other network security devices in the future, such as, IRNs for intru-
sion detection regulatory networks where the host and the network IDS sensors
interact.
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5.1 FRN Synthesizer

Figure 4 sketches the details of our proposed framework, which uses FRN topol-
ogy, connectivity requirements, and asset demands/responses as an input. The
first step towards achieving a correct feedback control mechanism (for self-
organization) is to synthesis the set of interactions at a certain point in time
among all security devices (to resolve conflicting issues), so that bad/malicious
states can be avoided. Describing the formal notion of cyber demand/response
(between security firewalls) and the correct control logic are the fundamental
ingredients of our proposed framework. For this purpose in the forthcoming
section, we formalize cyber demand/response (regulatory interactions) features
and control logic as Constraint Satisfaction Problem (CSP) [8,26].

As a next step in FRN synthesizing phase, we pass the formal model to
the SMT solver z3 [7] to synthesize the FRN with the correct feedback control.
Finally, we formally model the synthesized instance of the FRN, in concurrent
model checking tool SPIN using PROcess MEta LAnguage (PROMELA) [15]
to verify whether the synthesized instance achieves self-regulation or not. The
details about each component of the framework are discussed in the forthcoming

subsections.
FRN Reachability Safety
Topology Requirements Properties
SMT
Asset Formal Control
Demand Logic
Temporal
Formulae

Correct
Feedback-
control
Model

FRN Synthesiser.

Model !
| Checking Model Checker :
Algorithms l

| 3 Verifi .
\ - ERN Verifier |

Fig. 4. Proposed framework

Formalization of the Request/Response and Reachability Require-
ments. The following set of constraints represents the nature of interactions
(among two entities in a network) in the first order logic.

Infi(,—]i'_,dES) : A:jiqes /\(reG‘Chj,des \/] == des)
Inf.(_,’des) s AP N\ (reach ges \/j == des)

1,9 i,des

Vi (Infi(;’des) \/Infi(d’des)) — &; where 7,7, & des € F
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Where Inf; ; represents the nature of the influence entity ¢ has on entity
j, as a result of accessability request (A;%., between i and des) or as a result
of response (A;3Y,), and F' is a set of security devices in a regulatory network.
The nature of influence can be + or —, depending upon if it is a request (req)
or a response (resp). Note that we make a basic assumption here, i.e., positive
influence (+) is derived by an accessibility demand (A;%L,) from a source (i) to
a destination (des) and negative sign (—) is influenced by the risk affiliated with
response (A; ") of accessability demand. Therefore, influence of an entity (i) on

a nelghborlng entity (j) against an accessibility demand /response can be calcu-

lated by evaluation of (In fij (+,des) \/ In fi(;’des)). In any case, all the edges across
the network (e C &) should be assigned a value against any request/response
between ¢ and des. These constraints must be evaluated against every accessabil-
ity request from a source to a destination (des) over the whole FRN, to figure
out the nature of the influence among security devices.

Formalization of the Feedback Control Logic. In the following con-
straints, we formalize the correct feed-back control logic, which must be con-
sistent throughout the regulatory network.

func: N— B

Sfunc(e;) : <Z€1> %2

func(e /_\ ((21: ﬁ) %2)

v, 3; (func(ei) #+ 0) — B

We describe regulatory interaction as a mathematical function (func) over the
set of natural numbers, which evaluates to true/false. Where e; is the set of inter-
actions (edges) between entities/security devices in a closed feedback loop, and
there can be n such interactions (in a closed feedback loop), i.e., e;: {e1, ea,. ..,
en}. We represent +ve (conversely —ve) interaction as a number 0 (conversely
1) due to its positive parity. Therefore, the mathematical function representing
the regulatory interactions (in a closed feedback loop) according to the formal-
ization is the sum of all interactions in a closed feedback loop with modulo
2. Finally there can be m multiple feedback loops in a system or a security
device/component may be involved in multiple feedback mechanisms, thus, to
achieve global objective we quantify over all closed feedback loops to find a sat-
isfiable instance of the model. If there exists a satisfiable instance, we get an
answer as true along with the configuration of the instance.

The above mentioned formalizations together provide us with the satisfiable
instance of the system/model, which has an odd number of -ve interactions.
As mathematically proved by Rene’ Thomas and Richard d’Ari, that an even



Cyber Regulatory Networks 167

number of -ve interactions leads system to a deadlock or malicious state, our
formalization tends to avoid the instances of the system/model which may lead
the system towards malicious behavior or which may not have tendency to opti-
mally regulate the value of risk (globally) in a network [29].

5.2 FRN Verifier

To prove the correctness of the proposed formalism, we synthesize FRNs model
based on the real-life examples, and verify it using model checking to determine
whether the synthesized models are able to reconfigure themselves under any
external perturbation. If the control logic is correctly integrated the correspond-
ing models should be able to recover from the high risk states. As measuring
quantitative risk is not the focus of this research, we affiliate qualitative risk
levels to each entity in the FRN (as a firewall is represented as a state machine,
which can evolve over these levels which in reality represents the risk imposed
by the active policy in a device, and can be calculated using any risk assessment
metric). We allow risk levels to evolve over the qualitative values, to observe if
the resultant state space of the FRN contains any deadlock or not. At the end,
we update our topology, as user accessability demands change over time, which
might lead the previously synthesized model to a deadlock. Therefore, whenever
additional accessability demands arrive, new model must be synthesized. For
the verification purposes, we present an abstract formal representation of a fire-
wall/security device, regulatory interactions, and the parameters which govern
the state of a security device.

In our abstraction, the state of a firewall is defined over qualitative levels.
This means that a firewall is an entity which can assume any qualitative value
from a given set. The firewalls can have an impact on each other and such
impact is modeled as regulatory interactions. As utility of any active subset of
firewall rules can be calculated and thresholds on regulatory interactions can
also be assigned, therefore, our abstraction is practical and aligned with the
real-life practice. In the following sections we discuss the modeling elements of
the Verifier one by one in details.

Discrete Model of a Firewall. In this section we present the formal model
of an entity in a regulatory network. A regulating entity (e.g. firewall) is defined
as an automaton. It receives an input from interacting neighbors, changes its
internal state in response to it, and produces an appropriate output, depending
on threshold level (6;;), where ¢, j are the interacting entities.

Formally, a set of firewalls F' can be expressed as a set of interacting automata
and a firewall may assume any positive value in a range.

F={f1,f2; [}
fe =10,...,ng}; wherek € {1,...,m}

There can be m firewalls in a network and any firewall f; can have any possible
discrete qualitative levels. The possible states for the network F can then be
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defined as the cartesian product:

F=f xfax fax... Xfn

Regulatory Interactions Modeling. An excitatory (resp. inhibitory) inter-

action (fi = f2) (resp. fi — f») is active when usability demand to access cer-
tain area is equal to or above a specific threshold level 8. Conversely, inhibitory
interaction (f; — f2) is active or triggered when the risk imposed on a certain
firewall is equal or above a certain threshold. We also associate a threshold (6;2)

to each interaction from (f; 1z, f2).-Where 015 € {1,..n}. fi is called the activa-
tor of fo, if f1 > 612 (resp. f1 < 612) for the excitatory interaction (respectively
inhibitory interaction).

Modeling of Parameters. At any time instant the state of a firewall depends
only on its set of attractors. Attractors are the other entities (firewalls) which
can directly influence a firewall via inhibitory or excitatory interactions. We
represent the set of attractors of an entity as w(f), where a C {1,.....,m}.
The residual effect of w(f¥) on the evolution of f* can be given by the logical
parameter.

K(w(f") €{0,...,na}
The logical parameter corresponds to the level towards which a firewall evolves:

1. if ff < K(w(ff)) then f* is increasing
2.4 f& > K(w(ff)) then f2 is decreasing
3. if f = K(w(ff)) then ff is stable

The above mentioned behavior of evolution of a firewall over qualitative lev-
els, as a response of interactions with neighboring entities is modeled as
Resource_allocation process in SPIN model checker.

The Complete Model of the FRN. The main components of a FRN are:

— m security devices (e.g. firewalls) are modeled as m processes f; where i =
{1,2,...,m} having their own identical thresholds for either usability or risk.

— Process Resource_ allocation which changes resources of f; as its internal
states are changed as a result of interactions, keeping in view its attractors
K(w(f2).

— Process Observer which ensures at every step of the computation that f;
remains within the bound {0, ....,n}.

After modeling of all components of the system, namely f;, Resource_allocation,
and Observer, we make parallel composition of all the components and allow the
system to evolve.

FRN : f; || Resource_allocation || Observer
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6 Evaluation

For the synthesis of the regulatory interaction between security devices for con-
trol mechanism (FRN), we use Z3 SMT solver [7]. For verifying the correctness of
the generated instances of FRN, we use PROMELA as modeling formalism and
model checking tool SPIN [15]. All the experiments were conducted on Core i7
machine with 3.4 GHz processor, and 16 GB memory.

6.1 Case Studies

Regulation of Risk Between Two Security Devices. We consider a real-
life scenario in which few assets in local area network are protected by a screening
firewall and a specialized firewall. Figure 5(a) gives the description of the case
study. Customer service department in the Demilitarized Zone (DMZ) is pro-
tected by an immediate screening firewall (F'w,), whereas the more important
(Az, Ay) and critical (Aq, and Ajs) assets are protected by a specialized firewall
(Fwsy). Due to the desire for attracting customers/visitors, web servers have
influence on screening firewall to increase its “allow” space. Lets assume that
to facilitate the customers, Fw; (managing the customer service department)
sends a service accessability request (Skype) for all assets behind Fws (man-
aging the engineering department). Since only Fws has a complete visibility of
the assets under its control, it is aware of a known Skype’s elevation of privi-
leges vulnerability (CVE-2017-11786), which resides at A (a non-critical asset).
Fws evaluates the impact of the request and realizes that it imposes a threat
(with CVSS v3.0 base score of 88%) to its neighboring critical assets (A, As)
as well. As a consequence, it must inhibit Fwy, if the risk imposed is above the
pre-specified threshold. In Fig.5, X represents Fw; and Y represents Fws.

P,
Decision
Engine

Engineering Customer
Dept. Service Dept.
¢

a1 Service.
A2 Skype accessto
i3 Engg. Dept.

(a)
(b) (c)

Fig.5. (a) Case study: two firewalls securing assets, (b) Synthesized FRN model,
(c¢) Corresponding State Space
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Now to resolve this issue, we need reconciliation, and before that we need a
control mechanism, representing: “who can influence whom and in what sense”.
Using our formalism to synthesize the regulatory interaction, we obtain the
model in Fig. 5(b). We associate qualitative numbers as threshold for verification.
The resultant model states: when the demand of customer services X increases
and reaches up to a qualitative level 1, it imposes a threat on the firewall Y.
As a result of this situation the risk on Y starts increasing. When the risk of
Y reaches an unbearable threshold, it transmits an inhibition order to X. The
inhibition order informs X to reduce its allow space (or to only activate the
set of flows/policies for which the residual risk is below the qualitative level 1),
until the threat imposed on Y is reduced to the minimum. To prove correct-
ness of the proposed approach we model the derived instance of the system in
SPIN model checker. As both firewalls are concurrently evolving or dynamically
changing entities which influence each other, therefore, PROMELA is the best
suited formalism to analyze the behavior of such concurrent model.

We verify correctness of our postulate about automated risk mitigation using
correct feedback control mechanism via self-regulation property written in Linear
Temporal Logic (LTL):

(x =0,y =0) = X(=(x =0,y = 0)A
G(F(z = 0,y = 0))

The property states that: if the system starts from a normal state where x = 0
& y = 0, and the next state is not x = 0 & y = 0, then along the path of
evolution, in future the system eventually goes back to the ground or normal
statex = 0 & y = 0.

Figure 5(c) illustrates the existence of self-regulation in the state space of the
model with two regulatory firewalls, it also shows how system regulates itself
or recovers once it reaches malicious/bad state (zr=2 & y=1), where risk is
maximum or above a normal value. The state space generated in the example is
from the SPIN model checker.

Regulation of the Risk Between Three Security Devices. We present
another case study which contains three firewalls in a feedback mechanism.
Figure 6 gives the description of the case study. In this case we consider a bad
state to be a situation where (qualitative levels of ) residual risk always remains
maximum (X=2 & Y=1 & Z=2).

To verify if our proposed method works with the extended case study we
again model our system using PROMELA [15]. The state space of the system
(Fig. 7) shows that the system never gets stuck in a malicious state. Whenever
it encounters a situation where the risk is above bearable threshold, it regulates
(recovers) itself and remains in a progressive cycle. Careful analysis shows that
there are multiple ways to avoid the high-risk state. The best possibility is when
firewall Z inhibits firewall X before it (X) reaches a configuration where its
risk becomes maximum, as a result the system switches from (1,1,1) to (0,1,1).
In the worst case scenario, the system reaches the state (2,1,2), due to the delayed
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Engineering | ~
Dept.
Assets:

Fig. 7. State space of the FRN containing three regulatory firewalls

propagation of inhibition order from Z to X. Although it reaches malicious state,
it recovers from it and goes back to the normal states after series of alterations
in its configuration ((2,1,2)—(0,1,2)—(0,0,2) —(0,0,1)—(0,0,0)).

Overhead of the SMT Formalization and Formal Verification. We also
perform overhead analysis of the SMT formalization by selecting different num-
ber of entities in a feedback loop (to synthesize regulatory interaction). Figure 8
illustrates that our formalization is capable of synthesizing a set of regulatory
interactions for a large number of devices in milliseconds. As we increase the
number of entities the required time increases linearly which makes this app-
roach feasible and practical for the real-life implementation.
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Fig. 8. Overhead analysis of synthesizer

7 Conclusion and Future Work

In this paper, we present a bio-inspired resilient architecture for cyber-security.
We propose a novel framework for automated risk mitigation by embedding self-
organizing features in the current infrastructure. By formalizing feedback control
mechanism as a constraint satisfaction problem in SMT we allow for an auto-
matic synthesis of cyber-regulatory networks which can reconfigure themselves,
thereby, eliminating the need of manual reconfiguration by the administrators.
To prove the correctness our proposed approach, we formally model two real-life
scenarios and analyze their self-organizing behavior using model checking tool.
The results show that the proposed architecture allows cyber network to be self-
organizing, and dynamically adaptable to variable conditions. The low overhead
for synthesizing correct feedback control makes our approach more practical for
real-life implementation. In the future we plan to deploy this architecture on the
medium scale networks and determine its resiliency against different scenarios.
We also aim to explore cooperative game theory, to embed notion of conflict res-
olution in this architecture to deal with conflicting scenarios, in which a device
might not be interested to cooperate with the other devices.
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