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Abstract. Due to the multi-scale fusion of cyber-physical systems, attackers
can attack the physical space based on cyber space intentionally. This process
can cause cascading failures and then in sharp contrast with the previous
physical space. Thus, how to effectively evaluate the security of cyber-physical
systems becomes critical. In this paper, we model the cyber-physical systems
and then analyze the cascading failure process under target attack strategy. After
doing that, based on the comparative analysis of simulation experiments, we
analyze the main factors affecting the security of the cyber-physical system.
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1 Introduction

With the advancement of smart grid technology, the continuous integration of tech-
nologies such as information perception, ubiquitous computing has realized the
interconnection and deep integration of physical space and cyberspace, and finally
formed Cyber-Physical System (CPS) [1–3]. In CPS systems, communication network
needs grid network to support power energy, while power stations are controlled by
communication network [4, 5]. Then the CPS systems can be regarded as interde-
pendent systems [6–9]. However, for interdependent system architecture, the failures in
one network can lead to the cascading risk in another. For example, the breakdown of a
power station network [10] could lead the corresponding nodes failure in communi-
cation network. Especially, the failures may even occur recursively between the two
interdependent grid network and communication network [11]. The hacker may attack
the physical space based on the information space due to the integration of cyberspace
and physical space. That is to say, a node in one network is attacked or invalidated [12–
14], may cause cascading failure of another network node. For this reason, it is very
important that carry out security risk assessment and how to ensure that the CPS system
operates stably.
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Many researchers have carried out research on security assessment of CPS system
in recent years. The traditional reliability analysis method “fault tree analysis” [15, 16]
is used in the security assessment of CPS systems such as intelligent transportation [17]
and power system [18]. However, the derivative failure caused by the coupled rela-
tionship between the cyber network and the physical network in the CPS systems is not
considered. Yang [19] and Chen [20] considered the cascading failure characteristics of
CPS system, and simulated and verified the failure process based on interdependent
network theory. But the type of attack in the actual CPS is often a highly targeted target
attack [21, 22], and brings a large cascading failure risk to the CPS system. The above-
mentioned security assessment methods for CPS are mainly analyzed from the per-
spectives of single network attributes or a single random attack. And it lacks effective
analysis of the cascading failure process and security assessment of CPS under actual
type of attacks.

2 System Model and Basic Concepts

In this section, we mainly introduce the model of cyber-physics systems. We analyze
the actual cyber-physical system and its types of attacks, and model the types of attacks
to which the actual network is subjected.

2.1 System Model

By analyzing the connection relationship between the coupled systems, we divide the
connection relationships of the coupled system into two types. One is the connection
inside the network, we call it the intra-network connection, and the other is the con-
nection between the networks, which we call the inter-network connection. In order to
analyze the reliability of the cyber-physical system qualitatively, we assume that the
connections between the nodes of the two networks are equal ratio connection. Without
loss of generality, we set NA : NB ¼ 3 : 1, which means one node in network B is
connected to three nodes in network A, and this connection is completely random. Here
we use NA and NB respectively to show the number of nodes in the cyber network and
the physical network.

2.2 Basic Concepts

In the foregoing modeling process, the model of the cyber-physical system is a coupled
network composed of communication network A and physical network B. The failure
of the nodes in the A network will invalidate the nodes in the B network in turn. The
cascading failure will stop in the following two situations. The process of cascading
failure is a very important characteristic of the cyber-physical system after being
attacked. It is completely different from the failure process of single network under
attack. When a network is attacked, the network will splits into a larger component and
some smaller components. We stipulate that only nodes satisfy the following two
conditions can maintain the function [20, 22].
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(1) A node in the current network must be connected to a node in another network.
(2) The node must be within the giant connected component.

The nodes that satisfy the above two conditions are called functional nodes. The
functional node is a very important node in the network. When a network is attacked,
only the functional node can be retained. There is no functional node in the network
illustrate that the network has completely collapsed.

3 Theoretical Analysis of Cascading Failures Process

In this section we will establish a mathematical framework to analyze the security of
cyber-physical systems under target attacks.

3.1 Target Attack in Cyber Network

We use Wa kið Þ to represent the probability of node i with degree k attacked in initial
target attack:

Wa kið Þ ¼ kaiPN
i¼0 k

a
i

ð1Þ

For the Eq. (1) we can see that the formula becomes meaningless when a = 0.
Therefore, we improved the above equation to get the following equation for the study
of the actual coupling system:

Wa kið Þ ¼ ki þ 1ð ÞaPN
i¼0 ki þ 1ð Þa ð2Þ

When target attack occurs, we assume that the ratio of nodes being attacked is 1-p,
but we keep the edges of the remaining nodes which lead to the removed nodes.
Assume ApðkÞ represent the number of nodes with degrees k, we can get:

PpðkÞ ¼ ApðkÞ
pNA

ð3Þ

In the limit of N ! 1, the Eq. (3) can be showed as derivative of ApðkÞ with
respect to p. When N ! 1 combining Eq. (2) with Eq. (3) we can get

�p
dApðkÞ
dp

¼ PpðkÞ � N
PpðkÞðkþ 1ÞaP
k PpðkÞðkþ 1Þa ð4Þ
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The probability of edge deletion in the remaining node is equal to the ratio of the
number of edges in the remaining node to the number of edges.

~p � pNhkðpÞi
Nhki ¼

P
k PðkÞktðkþ 1ÞaP

k PðkÞk
ð5Þ

Where kh i is the average degree of the original network A. Then we can obtain the
generating function of the remaining nodes as follows:

GAcðxÞ � GAbð1� epþ epxÞ ð6Þ

Equation (6) is the generating function of the remaining nodes after target attacked
in network A. We can get eGA0ðxÞ from the equation eGA0ð1� pþ pxÞ ¼ GAcðxÞ as

eGA0ðxÞ ¼ GAb 1þ ep
p
ðx� 1Þ

� �
ð7Þ

According to the generating function of the network, we can obtain the generating
function of the underlying branching process eGA1ðzÞ as follows:

eGA1ðzÞ ¼ eG0
A0ðzÞ=eG0

A0ð1Þ ð8Þ

When A′ is attacked randomly to delete (1-p) proportion nodes, the degree distri-
bution of the remaining nodes and the generating function of the corresponding degree
distribution will change. The fraction of nodes that belong to the giant component is

gAðpÞ ¼ 1� eGA0 1� p 1� fAð Þ½ � ð9Þ

We can get the iterative equation of cascading failure by the method of generating
function and percolation theory.

3.2 Equivalent Random Failure in Network A′

We assume that the fraction 1-p of nodes fails due to the attack. Then we can find the
number of remaining nodes can be shown as:

N 0
A1 ¼ p � NA ¼ l01 � NA ð10Þ

Where l01 is the fraction of the remaining nodes. According to the previous anal-
ysis, we can know that the number of nodes belonging to the giant component in N 0

A1 is

NA1 ¼ gA l01
� � � N 0

A1 ¼ l01 � gA l01
� � � NA ¼ l1 � NA ð11Þ
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3.3 Cascading Failures in Network B Due to A-Node Failures

Owing to the coupling of the cyber-physical system, the nodes in the network B will
fail due to the failure of the nodes in the network A0. The number of nodes in network B
that have dependencies is

N 0
B2 ¼ 1� 1� l1ð Þ3

h i
� NB ¼ l31 � 3 � l21 þ 3 � l1

� � � NB ¼ l02 � NB ð12Þ

Similar to the first step, we can obtain that the number of nodes belonging to the
giant component,

NB2 ¼ gB l
0
2

� �
� N 0

B2 ¼ l
0
2 � gB l

0
2

� �
� NB ¼ l2 � NB ð13Þ

3.4 More Fragment in Network A′

According to the random failure of the first step, we can know that one node in network
B may be connected to one, two or three nodes in network A′, or may not be connected
to any node in network A′. Based on the coupled system model, the number of nodes
with dependencies in the network A′ is

N 0
A3 ¼ l2 � NB � C1

3 � l1 � 1� l1ð Þ2�1þC1
3 � 1� l1ð Þ � 2þ l31 � 3

h i.
1� 1� l1ð Þ3
h i

ð14Þ

From NA1 to N 0
A3, we know that

NA1 � N 0
A3 ¼ 1� gB l02

� �� � � NA1 ð15Þ

The proportion of nodes removed from NA1 is equal to the same proportion of
nodes removed from N 0

A1. Then

NA1 � N 0
A3 ¼ 1� gB l02

� �� � � NA1 ¼ 1� gB l02
� �� � � N 0

A1 ð16Þ

Thus the number of nodes belonging to the giant component in N 0
A3 can be found,

NA3 ¼ l03 � gA l03
� � � NA ¼ l3 � NA ð17Þ

3.5 Further Cascading Failures on Network B Once Again

Similar to the second step, we can find the number of nodes with dependencies in the
remaining nodes in network B

N 0
B4 ¼ 1� 1� l3ð Þ3

h i
� NB ¼ l33 � 3 � l23 þ 3 � l3

� � � NB ð18Þ
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As with the third step of the analysis process, we can obtain

NB2 � N 0
B4 ¼ 1� l33 � 3 � l23 þ 3 � l3

� �
=l2

� 	 � N 0
B2 ð19Þ

Therefore, the fraction of the total failed nodes in network B is

1�l02 þ l02 � 1� l33 � 3 � l23 þ 3 � l3
� �

=l2
� 	

¼ 1� l01 � l23 � 3 � l3 þ 3
� � � gAðl03Þ ð20Þ

According to the previous analysis of the cascading failure process, we can know
the number of nodes in the network after each cascading failure. We can use the
following equations to represent

l02i ¼ l01 � l22i�1 � 3 � l2i�1 þ 3
� � � gA l02i�1

� �
l02iþ 1 ¼ l01 � gB l02i

� �

ð21Þ

Where l01 ¼ p. Using a similar analysis process, we can get the iterative equations
under different connection ways. When the connection ratio between networks is 2:1,
the iterative equation for cascading failure is

l02i ¼ l01 � 2� l2i�1ð Þ � gA l02i�1

� �
l02iþ 1 ¼ l01 � gB l02i

� �

ð22Þ

4 Numerical Simulation and Analysis

4.1 Equation Solving

For the cascading failure of the coupled system, the network will not fail again when
the cascading failure stops. So we can get the following equations:

l02i ¼ l02i�2 ¼ l02iþ 2
l02iþ 1 ¼ l02i�1 ¼ l02iþ 3



ð23Þ

In order to facilitate the analysis of iterative formulas for cascading failure, we
define two variables x, y that satisfy the following equations

y ¼ l02i ¼ l02i�2 ¼ l02iþ 2
x ¼ l02iþ 1 ¼ l02i�1 ¼ l02iþ 3



ð0� x; y� 1Þ ð24Þ

Because of the complexity of the degree distribution of the network, it is difficult to
solve this equation, so we use the method of drawing to find the approximate solution.
First, we will write the Eq. (21) as the equations as follows:

z ¼ x

z ¼ p � gB p � x � gA xð Þð Þ3�3 � x � gA xð Þþ 3
� �

�gA xð Þ

" #8<: ð25Þ
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Then we will draw the two lines in the figure according to the two equations in
Eq. (25). It is the solution of Eq. (21) when the two lines are tangent. As shown in
Fig. 1.

We take three values of p to represent the trend of curve change in Fig. 1. We can get
more accurate theoretical solution by calculating the distance between curve and straight
line. We can know that the critical threshold pc¼ 0:514 when a ¼ 1 in Fig. 1(a). The
curve and the straight line have no intersection point in the interval of (0, 1). When the
value is equal to the critical threshold pc, the curve is tangent to the straight line. When
the value of p is greater than the critical threshold pc, the curve has two intersection
points with the straight line. In Fig. 1(b), we know that the critical threshold pc¼ 0:578
when a ¼ 2. And the Figs. 1(a) and (b) have similar laws. Then we use the same method
to find the critical threshold under different connection ratios. From Fig. 2 we can get
pc¼ 0:557 when a ¼ 1 and pc¼ 0:614 when a ¼ 2 corresponding to Figs. 2(a) and
(b) respectively under NA : NB¼ 2 :1. We also know that pc¼ 0:49 when a ¼ 1 and
pc¼ 0:559 when a ¼ 2 corresponding to Figs. 2(c) and (d) respectively under
NA : NB¼ 4 :1. So far we have obtained the theoretical solution of the coupled system.
In order to ensure the correctness of the results, we will verify the correctness of the
results through simulation experiments.

4.2 Simulation and Analysis

In order to verify the correctness of the results through numerical simulation, we use
the probability equations presented above to represent target attacks. In the process of
simulating cascading failure, the number of nodes after each cascading failure will be
saved in the file to facilitate analysis of the data. When no nodes are deleted in the two
networks that make up the coupled network, the cascading failure is considered to have
stopped. When the cascading failure stops, we will count the number of the remaining
nodes in the two networks at the end of cascading failure.

In Figs. 3(a) and (b) we take the average degree of nodes of the two networks that
make up a coupled system is hki ¼ 4. But the parameter a in the probability equation is

Fig. 1. Solving iterative equations
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taken as 1 and 2 respectively. The proportion of nodes that were attacked was (1-p).
The ordinate indicates the fraction of nodes remaining in the two networks when the
cascade fails. In the process of simulating the cascading failure, in order to ensure the
correctness of the experiment, we take the average value after repeat the 50 experi-
ments for each p value. Moreover, we take two sets of p values near the critical
threshold to better observe the reliability of the coupled system near the critical
threshold. It shows that the reliability of the network is lower. The increase of a
indicates that the probability of a node with larger degree being attacked is increasing.
The reduced reliability of the network indicates that the experimental results are
consistent with our expected results, and proving that our conclusions are correct.
Comparing Fig. 3(a) with Fig. 3(c), we can see that as the average of the network
increases, the critical threshold pc decreases, and the decrease of the critical threshold
indicates that the reliability of the coupled system is increasing. We have known that
the connection between networks becomes closer when the degree of network
increases, so the reliability of the coupled network will increase.

In the vicinity of the critical threshold that the position represented by the black
arrow in Figs. 3(a), (b) and (c), we can see that when the value of p is greater than the
critical threshold, the change trend of the two networks is close to a straight line. This
phenomenon shows that the number of the remaining nodes in the network increases
rapidly when the value of p increases near the critical threshold. This behavior is

Fig. 2. Critical threshold solution
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characteristic of a first-order phase transition. From Fig. 3, we can see that the above
curve represents the proportion of the remaining nodes in network B, and the following
curve shows the proportion of the remaining nodes in network A. Since the network
attack occurs in network A, we can see that the proportion of nodes in network

In Fig. 4 we select multiple values near the critical threshold. For example, when
a ¼ 1 and hki ¼ 4, the critical threshold is pc¼ 0:514, we take some point for every
0.005 interval in the [0.50, 0.56] area in Fig. 4(a), and perform 50 experiments every
point. And we will count the number of times the coupling system has not completely
collapsed; the resulting data is represented finally by Fig. 4(a). In Fig. 4(b), we take
a = 2, and the remaining parameters are the same as in Fig. 4(a). From Figs. 4(a) and
(b), we can see that the number of nodes for the coupled system increases from small to
large, and as the number of nodes increases, the curve approaches the critical threshold.
The critical threshold is indicated by a black arrow in the Fig. 4. We can see that the
curve will produce a first-order phase transition near the critical threshold, which is
completely different from the second-order phase transition in a single network when
the number of nodes is large enough, which is similar to the phenomenon in Fig. 3.

Fig. 3. The fraction of survival nodes in both networks

Fig. 4. The probability of having a giant component
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5 Conclusion and Future Work

This paper proposes an analysis model and security assessment indicators for cyber-
physical systems. Under the target attack strategy, the cascading failure process of the
cyber-physical system for the attack behavior is analyzed. However, our proposed
analysis model still has some limitations which could be our future work. For instance,
we consider both networks are ER networks while the realistic CPS environment obeys
the scale-free distribution. Meanwhile, the giant components could not always work in
reality. It is also of interest to study models that are more realistic than the existing ones
in this paper. Clearly, there are still many open questions about interdependent smart
grid systems. We are currently investigating related work along this avenue.
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