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Abstract. This paper applies the concept of subnet virtualization to the edge
network comprising of the multi-gateway Wi-Fi mesh. A necessary and suffi-
cient condition for improving the throughput of Wi-Fi mesh network (WMN) is
proposed in the paper. A holistic approach of optimizing the mesh topology by
fair distribution of gateways (GW) is developed. Subnets (partitions) are created
within the mesh such that each partition has one GW and approximately equal
amount of Mesh Routers. Thereafter an overload estimation process is defined
which indicates the instance when the WMN is overloaded and a Load Man-
agement Scheme (LMS) has to be applied. A Steady State Load equation is
derived based on the current processing load of each GW. Thereafter a stability
condition is defined which can avoid triggering chain of load transitions from
one neighbor GW to another. Simulation studies presented in the paper show
that after providing a conventional WMN with the features of the proposed
LMS, the throughput became more than double, there was a decrease of 22% in
the average packet delay and a decrease of 90% in the number of packets
dropped.

Keywords: Wi-Fi mesh � IEEE802.11s � Optimizing mesh networks �
Multiple gateway load balancing � Virtualization

1 Introduction

The IEEE 802.11s [1, 2] Wi-Fi mesh standard has still not been able to gain the kind of
popularity that is enjoyed by its low data rate counterpart; the sensor mesh networks.
The main focus of mesh networks is to extend the coverage of Wi-Fi through use of
routers. IEEE 802.11s standard gave lot of hope to increase coverage of Wi-Fi
broadband but could not gain much traction. Some of the reasons for the standard not
gaining popularity are following

– Throughput drops with increase in number of hops [3]
– There is no guarantee of minimal Quality of Service (QoS) support in order to

present it as a commercial network
– The standard proposes multiple Internet Access Points (Gateways). Increasing the

number of GWs need not increase the throughput necessarily. In fact, in some cases
multiple GWs might reduce throughput at some of the MRs due to GW contention
issues as proved in [4]
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Devising a suitable MR-GW association process which also incorporates load
management amongst multiple GWs is important to achieve better throughput and
thereby better QoS in WMNs. This process should be efficient enough to be able to
fairly allocate MRs to GWs with low time complexity. Various methods for load
balancing and allocation of GWs are available in literature. Some of the papers on load
balancing include [5–8]. The main disadvantage of these schemes is their requirement
to calculate and save all possible alternative paths to the available GWs. Implementing
such schemes results in creating large overheads in both time and space.

In this paper the concept of load sharing in WMNs is proposed. The major
advantage of load sharing over load balancing is the elimination of repeated path
computations between the MRs and GWs. Conventional load management in WMN is
performed continuously thereby consuming the resources actually meant to be used for
Internet traffic. Such schemes have high computational time complexity. Therefore
there is need for a load aware GW scheduling mechanism. The major challenges in load
aware GW scheduling are

– High computational time complexity of scheduling algorithm
– Large packet processing and queuing delays

This paper proposes to overcome these challenges by ‘fixed partitioning’ and ‘load
sharing’. Instead of the conventional method of combining the GW scheduling with
load balancing, this paper proposes to perform both of these processes independently.
Initially partitioning is performed to define a GW and its associated MRs. If load
demand of a partition exceeds maximum capacity of its GW, then some MRs are
shifted/transited to a less loaded neighbouring partition. This process is called load
sharing amongst the GWs.

Another novelty of this paper lies in the fact that none of the literature presents such
a detailed study on effect on the throughput of network when the number of Mesh
Routers (MRs) is fixed and the number of GWs is increased systematically. Similarly the
study also investigates the change in throughput of WMN when number of GWs is kept
fixed and number of MRs is increased. This kind of simulation study is very valuable for
network planning and designing and correct assessment of change in throughput values
with change in number of load generating MRs and load processing GWs.

Section 2 of the paper presents a brief overview of the present IEEE 802.11s mesh
architecture. Thereafter it is explained how this architecture can be optimised by the
work proposed in this paper. A comparison of the present and the optimised mesh
architecture is provided in Figs. 1 and 2. The next Sect. 3 builds the framework to
optimise the WMN through Partitioning and load management procedures. Section 3.1
describes partitioning procedure and Sect. 3.2 describes the load management scheme
for load optimisation and load sharing within the WMN. Lost nodes and redundant
nodes are a possibility when nodes are transited from one partition to another during
load management. Section 3.3 extends the proposed partitioning and LMS to map it
onto a matrix representation. This matrix representation helps in validating maintaining
integrity of mesh topology by providing a check on lost nodes or redundant nodes.
Section 4 provides a comparative performance analysis of the mesh throughput
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obtained in the existing IEEE 802.11s WMN as compared to the throughput obtained in
a WMN which is optimised after applying the proposed LMS. In the end, Sect. 5 and
Sect. 6 provide conclusions on this work and future extensions of the proposed LMS
respectively.

2 Proposed Architecture

This paper proposes city wide Wi-Fi mesh based on IEEE 802.11s standard for WMNs.
This standard is compatible to any Wi-Fi (IEEE 802.11x) based end node. The only
changes needed will be on the routers and the Network Operation Centre (NOC). The
solution addresses QoS provisioning within the WMN through load management. The
novelty lies in the proposed architecture as it serves the purpose of deploying single
WMN for entire city.

This is achieved in this paper as explained next. First a topology is defined for the
WMN which addresses the GW parenting issue. The topology is based on well-defined
partitions/service clusters around the GWs. A partitioning algorithm is developed by
modifying the Ciarlet and Lamour’s graph partitioning algorithm [9] for WMNs with
multiple GWs. This was published in [4] by the authors. This partitioning algorithm
leverages the matrix representation of graphs for marking and collecting MRs for each
partition. To achieve this a node marking algorithm is developed [10]. The partitioning
algorithm defines partitions with the GW and a set of MRs around it. The algorithm
ensures that each partition has exactly one GW and a set of nodes (MRs) which will be
serviced by the GW. The algorithm also computes and assigns nearly same number of
MR to each GW to ensure fairness in GW scheduling. This is explained in Sect. 3.1 of
this paper.

Once the partitions are in place a mechanism has to be drafted to prevent over-
loading of the partitions. For this each partition has to be monitored for load. A load
monitoring and overloading condition called the Steady State Load (SSL) condition is
defined based on the load on each GW. If the SSL condition is violated then load
management has to be performed. Overload is managed by moving some MRs from
one partition to another. This is achieved by updating the routing table entries managed
at each GW. This is explained in Sect. 3.2 of the paper.

The partitions generated by the partitioning algorithm are further mapped onto the
matrix model of the WMN graph. The purpose of mapping partitions onto a single
WMN matrix is to provide a unified model to represent the partitions of the WMN.
A validation equation is formulated which is required to ensure that there are no lost
nodes/partitions [18]. The purpose of maintaining a matrix model, is to monitor a
subnet GW connectivity and link through the adjacency matrix of the subgraph. This
solution also proposes using of validation equation defined on the matrix model of the
partitioned WMN. Violation of the validation equation means there are lost nodes or
redundant nodes in the system. The validation equation also keeps check on the
security aspect of the network wherein no additional malicious MRs can be added to
the network. This is explained in Sect. 3.3 of the paper.
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Figures 1 and 2 give an idea of the topology of Conventional WMN and the WMN
obtained after applying the proposed LMS. Figure 1 presents a generic 802.11s net-
work as defined by the IEEE. One may observe that a generic 802.11s network has

Fig. 1. A generic 802.11s network. (Color figure online)

Fig. 2. Optimized 802.11s network with QoS guarantees. (Color figure online)

36 S. Pandey et al.



Mesh Portal Points (this is IEEE 802.11s term for gateway) shown as boxes in Fig. 1,
connect to the Internet through a high bandwidth wired connection. On the other side
these MPP are connected to the Mesh Points (this is IEEE 802.11s term for MRs) and
Mesh access Points (this is IEEE 802.11s term for those MR which also cater to Wi-Fi
clients or end devices) through wireless links. The green color triangles denote the end
user devices which can be laptop, smart phone or any other Wi-Fi enabled service. The
concept here is to show that the generic IEEE 802.11s can connect distant devices to
Internet through multiple wireless hops thereby increasing the coverage area of the
Wireless Local Area Network. This property allows for installation of city wide
networks.

Figure 2 presents the proposed architecture which attempts to optimize the existing
802.11s mesh network so as to accommodate diverse networks with QoS guarantees.
Unlike Fig. 1; Fig. 2, has well defined groups of Mesh Points/Mesh Access Points. In
this paper Mesh Points/Mesh Access Points will be collectively called the MRs. Each
group has been provided a dedicated Mesh Portal Point (GW) to serve. Therefore these
are called the partitions. In a similar extension these partitions can also be thought of
composed of other networks also. This network is generically denoted as WMN.

3 Optimizing the IEEE 802.11s WMN

Partitioning of WMN such that each GW has well defined service set, results in better
throughput [4]. But since these multiple GWs have their own service set therefore they
cannot serve other MRs outside their service set even when they are idle and other
GWs are overloaded. This results in unfair scheduling of multiple GWs [20]. In order
to have efficient use of all resources and to prevent overloading and drop in QoS it is
suggested to manage load amongst the GWs. Load management will be dealt with in
later sections. The next section describes the partitioning of WMN.

3.1 Partitioning the WMN

The initial arrangement of partitioned WMN, obtained after applying the modified
Ciarlet and Lamour algorithm [9], is taken as reference point. This partitioning of
network can be done in planning and deployment phase. Partitioning is done over Graph
model of WMN wherein the MRs represent the vertices (nodes) of the graph and
wireless links between the vertices represent the graph edges [12]. Network is parti-
tioned by performing graph walk using Breadth First Search [12]. This procedure is
called ‘node marking’. Node marking has been explained in detail in [10]. An innovative
method of node marking especially defined for wireless networks is available in [10].

Every time a partition is to be created the graph walk begins from an unmarked GW
node and ends when fair number of nodes required to create a partition are marked and
collected. These MRs along with the GW constitute one partition. This procedure is
repeated for every unmarked GW till all the GWs have formed a partition with required
number of MRs. This greedy procedure for partition formation is summarized in next
paragraph.
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Let total number of partitions required be k, number of nodes per partition will be
ni ¼ n

k

� �
, where ni is number of nodes in partition i then, n ¼ Pk

i¼1 ni. In order to
differentiate GW nodes from ordinary nodes, they are pre-marked and are kept in a list
of GWs (GW_list). Let Vi be the set of nodes in ith partition (analogous to the ordered
set S in NMA). The greedy procedure for partition formation is summarized as follows

1. Select a GW node (already marked in the adjacency matrix) from the GW_list
2. Create this node as start node for the partition in question
3. Accumulate descendants of the GW for the partition in question using the NMA
4. Stop if total number of accumulated nodes = n

k

� �

Detailed algorithm along with pseudocode and comparison study is available in [4].
After partitioning the network is booted up and the GWs start processing network data
packets. The normal functioning of WMN continues until one of the GWs gets con-
gested and overloaded. In such a condition load sharing has to be performed. In coming
sections we first define congestion of GWs and derive a mathematical equation to
define overloading of GWs. Thereafter we present a load management scheme based on
load sharing among the GWs.

3.2 Load Management Scheme (LMS) Among the Partitions of WMN
for QoS

In this section a LMS is devised through which the GWs can be utilized efficiently and
overloading among the GWs can be prevented. The LMS is aimed at maintaining
nominal load for GW. Each GW has processing load of the packets being directed to it
through the MRs which are assigned to its partition. Initially a steady state load
(SSL) condition is derived. If this condition is violated then it implies overloading of
one or more of the WMN GWs. Load management is done by identifying and reducing
the load of the overloaded GWs by shifting its MRs to a neighboring partition having
GW with lesser load. The next subsection defines process for computing load of each
partition.

Load Monitoring and Overload Condition
Following assumptions on load and traffic will apply for the rest of the paper

• Full Coverage: The term full coverage means that all the MRs must be served by a
GW. This requires each MR to be assigned only one GW. Further no MR should be
left isolated so that no GW is assigned to it. The assigned GW is treated as the
default GW by the MR and it routes all its traffic through it until the assigned GW
gets overloaded. On overloading of the assigned GW, the MR is assigned another
less loaded GW by the proposed LMS. But at no point, is there a situation where an
MR is not covered by a GW.

• GW Throughput: All GWs can process data as per their maximum throughput
Wgw, defined by the Eq. (2) in next paragraph. When the MRs and their traffic
demand increases, the corresponding GWs become overloaded. In such circum-
stances, the proposed LMS moves some MRs from the overloaded GW partition to
another partition which has GW with a load lesser than its capacity.
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• MR Throughput: Similar to the GWs, even the MRs have a maximum throughput.
As indicated in Fig. 3, all the MRs direct their local traffic as well as the relay traffic
towards their assigned GWs. Since the MR has multiple paths to reach the GW, it
can always select the best alternative with the help of Air Time Link Metric
(ATLM) computed by the path selection process of the routing protocol. In case a
particular MR gets congested and overloaded, it need not accept the relay traffic. In
such a situation, the relay traffic can be rerouted through other MRs having better
ATLM. The process of reducing congestion at the MRs is far simpler as it is an
inbuilt mechanism by which packets are not routed through a neighbor if its ATLM
is poor. MR congestion being a localized problem can be solved by the underlying
path selection mechanism easily and does not significantly disturb the mesh traffic
and its topology.

It is assumed that the NICs associated with each of the m edges of the network
graph, denoting wireless links can have separate transmit and receive frequency bands
of operation. The physical location of a vertex (GW or MR) vi 2 V is static after
deployment and its co-ordinates are denoted by (Xi, Yi). Additionally each vertex vi 2 V
is connected to a power supply which is not subjected to power constraint. Repre-
sentation of number of non-interfering channels through a notation in set theory can be
written as Eq. (1)

CH ¼ f1; 2; . . .; cg ð1Þ

Where c is the number of non-interfering channels in the wireless system which
varies from one wireless standard to another (for IEEE 802.11b value of c = 3). Two
vertices (MRs or GWs) are connected by an edge if and only if they are within the
transmission range of each other and they can communicate on the same channel.

Capacity of a GW: In a WMN, the maximum capacity of a GW is

Wgw ¼
X qðvgwÞj j

i¼1
wi ð2Þ

Fig. 3. A WMN graph and its traffic. (Color figure online)
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Where, wi bits/s is the data rate of channel i 2 CH and qðvgwÞ
�� �� is number of wireless

interfaces configured on a GW denoted by vgw 8 gw ¼ 1 � � � k. This is because at a given
time slot, there are at most qðvgwÞ

�� �� (where, qðvgwÞ
�� ��� c) interfaces in a GW that can

simultaneously transmit and receive data packets to/from its neighbouring MRs.
Given an MR vi 2 V, its traffic may include two parts as shown in Fig. 3.

• Local Internet traffic: This traffic is generated by various mobile devices such as
laptops and smartphones which use the MRs as AP.

• Relayed Internet traffic: This is the traffic that is generated by other MRs which are
further away from the GW as compared to MR v1. Such MRs route their traffic
through v1 thereby adding to its local load.

In Fig. 3, all traffic is directed towards the GWs v2 and v5. For example MR v6 can
send its traffic to Internet through GW v2 via MR v4 considering it as an optimal path.
In such a case traffic at MR v4 will be its local Internet traffic which is depicted with a
blue color in addition to relay traffic of v6 depicted in red color.

Therefore the bandwidth demand di in terms of the local and relay traffic [13–16] is
given by

di ¼ local við Þ þ relay við Þ ð3Þ

And load on a GW denoted by Rgw is defined as the current processing requirement
of the GW and can be computed by Eq. (4).

Rgw ¼
Xp

i¼1
di ð4Þ

Where p is number of MRs assigned to the GW (number of MRs within the
partition to which the GW belongs) and di is the bandwidth demand at MR vi.

Derivation of Supergraph for Load Monitoring in a WMN

• A threshold load equation has to be derived which if violated results in invocation
of the load sharing process. This section defines a structure called Supergraph from
the graph model of WMN to monitor the load state of WMN. The term Supergraph
is derived from the fact that it is a graph derived from subgraphs of partitioned
WMN.

• A Supergraph of G is denoted by G2 because it can be perceived as a second order
graph of G. Formally a super graph G2 V2; E2� �

is defined as a graph with set of

vertices V2 which represent each partition (sub graph) and a set of edges E2 such
that an edge uv 2 E2 if and only if partitions u and v are connected to each other by
at least one edge.

The process to derive a Supergraph is explained by using the partitioned WMN of
Fig. 4. The WMN of Fig. 4 has five GWs and therefore five partitions are created
around these five GWs. This implies that the Supergraph of Fig. 5 will have five
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vertices corresponding to the subgraphs G1;G2; . . .; G5. Therefore V2 ¼ G1;G2; . . .;f
G5g and there will be 6 edges corresponding to G1G2;G1G3;G2G3;G2G4; G3G5 and G4G5

since these partitions are connected to each other by one or more edges.

Whereas, there will be no edges connecting G1G5 and G2G5 because they do not
have any edges between them. Therefore V2

�� �� ¼ 5 and E2
�� �� ¼ 6 and the resultant

Supergraph is shown in Fig. 5.
Only the MRs which are in the communication range (denoted by a connecting

edge) of a neighbor partition can be transited. In this case, if partition 5 gets overloaded
than it can either transit R27 to partition 3 or R28 to partition 4. Since graph model for
load management involves transition of traffic bearing MRs, these MRs are presumed
to be active. But before performing load sharing, an overload condition has to be
defined. Also to avoid chain transitions for load sharing a stability condition has to be
defined. If these conditions are satisfied then only the MRs can be transited to
neighborhood. Next sections present these conditions.

It can be noted in Fig. 4 that the actual partitions represent their connectivity using
red color edges which represent various wireless links whereas the black color edges
represent the connectivity between the partitions. These are virtual links which are
further used to create the Supergraph of Fig. 5. It may be noted that each vertex V2

i of
the supergraph is formed by contraction of a subgraph Gi which has ni number of
nodes. For the WMN and its Supergraph corresponding to Figs. 4 and 5, it may be seen
that G1 has n1 = 7 nodes (1 GW and 6 MRs), similarly G2 has n2 = 8 nodes (1 GW and
7 MRs) and so on.
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Fig. 4. A partitioned WMN. (Color figure online)
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Properties of Supergraph
The following properties can be derived for the Supergraph of a partitioned WMN

Property I: A WMN with k GWs will have k partitions and therefore number of
vertices in Supergraph G2 of partitioned WMN will be k.
Property II: If each partition is represented as a node and this node is of degree
k � 1, then G2 graph will be a complete graph1.
Property III: G is a planar graph and G2 is its Supergraph, then if G is planar then
G2 will also be a planar graph
About property III: By contradiction let us assume that G2 is non planar. Then G2

will have intersecting edges. Since G is contracted to form G2, therefore this implies
that G also has intersecting edges. Hence G is non-planar. Since GðV; EÞ is planar,
therefore G2 is also planar.

Note: As a consequence of property II one may decipher a complete graph like K5

graph (non-planar) as a resultant Supergraph. Property III provides justification on this.

SSL and Stability Conditions on Supergraph for Load Sharing
In this section a condition is derived to monitor load imbalance in WMN. This con-
dition is called the SSL condition. Later in this section a stability condition is derived to
check if the load sharing can be performed without making the WMN unstable.
Suppose QðGiÞ be the generic service limits2 defined on subgraph Gi. The generic
service limit can be any parameter which might be requiring monitoring and control.
The word generic is suggestive of using any threshold value based on formula which
can be derived for a combination of various QoS parameters. The floor and ceiling do
not imply the strict mathematical operation but these operators indicate those cases
wherein the QoS parameters are specified within a range. In such case, the higher range
is indicated by the ceiling operator and lower range is indicated by the floor operator.
Although load on GWs is one such parameter which is mainly considered in this paper,

Fig. 5. Supergraph of the WMN of Fig. 4.

1 A complete graph is defined as a simple graph which has connecting edge between all possible pair
of vertices.

2 Generic Service Limit can be QoS with respect to the network under consideration.
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but network designers may like to derive some other complex parameter. This is the
reason why the discussion on parameters are kept as generic as possible. In this paper
the service limit is assumed as the processing capacity of a GW (Eq. 1).

To derive the SSL condition it is needed to define the binary limits on QðGiÞ. The
upper and lower limits are also suggestive of defining upper and lower service value
which can be derived for a combination of various QoS parameters. Let Ui be the upper
service limit where, Ui ¼ QðGiÞd e. In this case the maximum capacity of GW as per
Eq. (1) is assumed to be the upper service value. Let Li be the lower service limit where
Li ¼ QðGiÞb c. Lower processing limit can be defined by network planner on the basis
of the minimal processing load within the network. This load could comprise of the
minimum network management traffic, back-end traffic or protocol related traffic.
Mainly it is that processing load of the network which is not generated by end-user.
This means that if any vertex of the Supergraph begins to operate at Ui then the GW in
partition Gi must transit some of its MRs to GW of a neighbouring partition Gj which
has operating load of Lj (lower limit of load). But this transition of MRs cannot be done
continuously or else it will be an overhead on the system. Therefore a threshold load
condition has to be established on the WMN. This is called the SSL condition for load
monitoring. If this condition is violated then the load sharing process has to be invoked.

SSL Condition for Load Monitoring
Let the existing (present) demand of a partition be denoted by Ri. The inequality
Rk k2 � Pk

i¼1 LiUi must hold true for a WMN to work at the nominal load

Derivation: As it is evident from earlier explanations that Li �Ri �Ui 8 i¼ 1 � � � kmust
hold true for all the GWs to work at a nominal load. This implies that for nominal load
condition the average3 demand for all k partitions should satisfy the following inequality

R2
1 � L1U1 ð5Þ

R2
2 � L2U2

..

. ð6Þ

R2
k � LkUk ð7Þ

Summing up the load of individual partitions will give nominal working load for
the whole WMN

R2
1 þR2

2 þ � � � þR2
k � L1U1 þ L2U2 þ � � � þ LkUk ð8Þ

) Rk k2 � L1U1 þ L2U2 þ � � � þ LkUk ð9Þ

3 The geometric mean is more appropriate than the arithmetic mean for describing proportional growth
like increasing bandwidth demand of Internet [17].
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Where, R is the average working load of the whole mesh (WMN). Therefore for
SSL operation, nominal load of mesh must satisfy the following inequality

Rk k2 �
Xk

i¼1
LiUi ð10Þ

Therefore the core router which is sending and receiving traffic to the WMN keeps
a check on R and the moment value of R violates the Eq. (10), it invokes the load
sharing process. In next section, a detailed simulation study is performed to ascertain
how far the WMN can continue to remain in steady state with varying load demands.
Once the SSL condition to monitor the WMN overloading is determined, a formulation
needs to be derived to monitor the WMN systemic stability during MR transitions from
the perspective of load sharing. By instability it is meant that an MR transition should
not trigger a chain reaction of transitions (ping pong effect). The stability condition
established in the next section is used to avoid such a situation.

Bipartite Graph of the Supergraph of WMN
Before presenting the stability condition an overview of bipartite graphs is presented.
Formally, a graph G V; Eð Þ is said to be bipartite, or 2-partite, if its vertex set can be
partitioned into two different sets V1 and V2 such that every edge of the graph connects
one vertex in V1 to a vertex in V2. The two sets V1 and V2 are called partite sets.

In simpler words a graph G is called bipartite if its vertex set V can be decomposed
into two disjoint subsets V1 and V2 such that every edge in G joins a vertex in V1 with a
vertex in V2 and none of the edges in the graph connect vertices of the same set.

Theorem for Stability of Load Sharing in WMN
This theorem is called as the stability theorem in this paper. It is stated as:

Stability Theorem: A partitioned WMN can share load by transiting MRs from one
GW to another if its Supergraph G2 is bipartite between S and T where S is the set of
nodes in G2 operating at nominal load (load which is greater than or equal to Li but
less than Ui) and T is the set of nodes in G2 operating at load which is greater than or
equal to the upper load limit Ui.

Proof: Let, G2 be a Supergraph whose nodes represent WMN partitions. Let the
overloaded nodes (partitions/GW) belong to set T and all other nodes belong to set S.
Load sharing by MR transition from one partition to another partition can happen if and
only if the nodes of Supergraph G2 form a bipartite graph with S and T.

This theorem is proved as follows:-
Consider that G2 is non-bipartite for S and T . This implies G1 � � � Gkf g 2 G2 is non-

bipartite for S and T . This means that at least one pair of nodes Gi and Gj is adjacent to
each other and both Gi and Gj belong to either S or T:

Case 1. fGi;Gjg � T .
Node transition from one overloaded node to another overloaded node cannot happen,
thus proving the theorem.
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Case 2. fGi;GjÞ � S.
Since both the adjacent partitions are less loaded, they will not resort to the process of
transition of MRs as a nominally loaded partition does not have a need for load sharing
(MR transition).

This implies that edges connecting vertices belonging to the same set are trivial for
load sharing.

3.3 Matrix Model of Partitioned WMN and Its Implementation
to Validate Integrity of WMN

The authors have presented a matrix model of WMN in their paper [18]. In this model
they represent the partitions in form of neighborhood matrix. The matrix not only
provides a mathematical validation equation to perform check on lost MRs and hanging
MRs of the network, but also provides a basis to represent MRs which have been
moved to other networks for temporary offloading. The validation equation is provided
on basis of the graph equation as explained in [18].

A brief explanation in to the matrix equation for the partitioned graph is provided as
follows. For any connected self-loop free Graph G the property BCT ¼ CBT ¼
0 mod 2ð Þ must be true [12]. Where B is the incidence matrix of graph G of WMN and C
is the cycle matrix of the graph. Therefore for all the connected subgraphs the same
property must be true. Extending this property further we can state the following.

For a self-loop free planar graph G with partitions G1;G2 . . .Gk the partitioned
graph is consistent with the original graph if and only if

Bi½ � � Ci½ �T¼ 0 ðmod 2Þ 8 i 2 1 . . . k½ � ð11Þ

Where Gi represents the ith partition 8 i ¼ 1; ::; k.
Using Eq. (11) the partitioned graph can be validated for integrity (absence of lost

MRs or redundant MRs). This equation is applied every time load sharing happens to
ensure that there are no lost MRs or redundant MRs. This is important requirement
because every time a MR is moved out of one partition to another there can be chances
of lost MRs especially if hand off and hand over from one GW to another does not
happen in a seamless manner.

4 Performance Results and Discussion

This section is aimed to analyse the performance of the proposed Load Management
Scheme (LMS). In the previous chapter a simulation model of the proposed LMS was
developed using MATLAB, and Simulink blocks. This model is used in this chapter to
analyse the performance of the proposed LMS. Various test cases for performance
analysis are created to compare the performance of the WMN with the proposed LMS
and the conventional WMNs with no load management feature. Throughout the sim-
ulation process the simulation parameters are kept as per Table 1.
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4.1 Analysis of the IMW

This section highlights the importance of the Intelligent Middle Ware (IMW) to invoke
the load sharing and internetworking processes for meeting the increased bandwidth
demand on a WMN. IMW is the software executing at the core router or the Network
Control Centre. This software is supposed to implement the proposed LMS by moni-
toring the network for overloading. This is done by checking the SSL condition and then
proceeding for load sharing if the SSL condition is not satisfied. For the purpose of
simulation, the bandwidth demand is increased at randomly chosen MRs. The param-
eters assumed for simulation are provided in Table 1. As per the MATLAB Simulink
model all the packets are routed through the core router to the GWs of the WMN.

As shown in Table 1, the increase in bandwidth demand is shown in steps ranging
from 0 to 10 Mbps resulting in 10 ranges of bandwidth demand. Each of these was
divided to 10 more sub ranges. In all 100 simulations have been performed. In each of
these simulations, different MRs are chosen to generate bandwidth demand. Then a
count is recorded for number of time the SSL condition is violated for a particular level
of bandwidth demand.

The parameters considered for SSL computation are,
Ui = 2 Mbps (GW Capacity)
Li = 1 Mbps (minimal load)
Then as per SSL condition of Eq. 10,

R2 � k� Ui � Lið Þ ¼ 10 ðwhere k is number of GWsÞ ð12Þ

Table 1. Simulation parameters.

Parameter Value

Number of GWs 1–15
Number of MR Varying from 100–300
Maximum number of mesh clients 250
Mean packet arrival rate 0.01 s (100 packet/s)
Mean hop delay 0.01 s
Flow rate Markov distribution
Packet size 64 bytes
Core router capacity 100 Mbps
GW Capacity 2 Mbps
Transmission range of MR & GW 250 m
Carrier sensing range 550 m
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Therefore nominal load should satisfy the following inequality

R� 3:2 ð13Þ

It can be seen in Fig. 6 that after the bandwidth demand crosses the 3 Mbps range
the WMN load becomes unstable and there is need for load sharing.

Violation of the SSL condition implies overloading of the WMN. Similarly,
bipartite reducibility of a graph results in load sharing. Therefore it can be assumed that
the numbers of times the Supergraph could be reduced to its bipartite form indicates the
number of times load sharing is invoked. In Fig. 6, the X-axis denotes load in Mbps
and Y-axis denotes count of number of times an event is invoked for 10 simulations.

Next Fig. 7 compares the throughput obtained in a conventional WMN with the
throughput obtained in a WMN with the proposed LMS feature added to it. The results
of Fig. 7 are obtained when the throughput of a WMN is compared for the following
cases.

• Conventional WMN (no partitioning and load sharing)
• WMN with partitioning
• WMN with partitioning and load sharing.

The simulations have been performed keeping the total number of MRs fixed in
each of the WMN scenarios but the number of GWs has been changed. This helps to
study the effect of increasing the number of GWs, keeping the number of MRs
constant.

Figure 8 depicts throughput improvement in WMN with different number of MR
and GWs. The first two bar graph of Fig. 8 reveal that a WMN with the same number
of GWs but with a relatively larger total number of MRs, exhibits better throughput
performance [19].

0

5

10

15

0-
1

1-
2

2-
3

3-
4

4-
5

5-
6

6-
7

7-
8

8-
9

9 -
10N

um
be

ro
fT

im
es

an
Ev

en
ti

sI
nv

ok
ed

Range of Bandwidth Demand in Mbps

Overloading

Load Sharing

Fig. 6. Frequency of overloading and load sharing with dynamically changing load.

Optimizing Multi Gateway Wireless Mesh Networks for Throughput Improvement 47



4.2 Analysis of Average Packet Transfer Delay in WMN

Since the LMS proposed in this paper works towards reducing the congestion of GWs
also, a study of the average packet transfer delay is very important to assess the
performance of the LMS.

For the simulation, a WMN with a total number of 100 MRs is considered with the
number of GWs being changed from 5 to 10. Figure 9 depicts the average packet delay
for the scenario associated with the above stated features. The results are compared
with a WMN with no partitioning. The next section studies the effect of the number of
packets dropped during each phase of LMS.
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4.3 Analysis of Packet Loss

Packet loss is one of the parameters affecting the QoS. One of the major causes of
packet loss in wireless networks is channel congestion. Since the proposed LMS works
on relieving the congestion of GWs, it results in a reduced packet loss thereby leading
to an overall improved performance of a WMN. For the simulation, a WMN with GWs
and MRs is considered. The results of Fig. 10 depict the variation in the packet loss as a
function of the elapsed time in 5GW 100 MR WMN. In the simulation, the number of
packets lost after a time window of 300 ms. Figure 10 depicts the results obtained for a
conventional WMN. The number of packets dropped after 300 ms was found to be 78.
Next Fig. 11 captures the packet loss attributed individually to the two basic processes
of LMS. For the simulation results showed in Fig. 11, the total number of MRs remain
constant at 100 while the number of GWs is varied from 5 to 15.
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Fig. 10. Packets dropped in 5 GW 100 MR WMN.
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5 Conclusions

This paper presented a load management mechanism within a partitioned WMN.
Simulation studies indicate that when load on a WMN increases beyond 60% of its
capacity, the frequency of occurrence of load sharing increases by 60% and frequency
of internetworking increases by 40%. On comparing throughput of a non-partitioned
WMN with throughput of a partitioned WMN, it was found that the partitioned WMN
showed an average increase of 100% in throughput. Inclusion of the load sharing
feature to the partitioned WMN resulted in a throughput improvement of 30%. It was
also observed that after providing a conventional WMN with the features of the pro-
posed LMS, on an average, there was a decrease of 22% in the average packet delay.
Also there was a decrease of 90% in the number of packets dropped.

The performance analysis depicts that a WMN can provide good throughput if

– it is well defined with respect to the serving GW
– if the serving GWs are monitored for load.

The load sharing further improves the throughput. Such a WMN can be effectively
utilized to create city wide Wi-Fi access as well as it can be leveraged to use as an
intermediate access networks to couple with the 4G mobile networks to achieve the
M2M communication. Besides performing the load management the paper also pro-
posed a method to preserve the integrity of partitioned WMN such that it can be used
further for connecting to the Internet of Things as access network. The matrix based
platform which is proposed in this paper allows representing disjoint partitions. This
representation is leveraged to accommodate other subnets which might be connecting
to the WMN access network as part of M2M connectivity infrastructure.
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6 Future Work

The paper suggests using the WMN and its subnet representation in form of matrix to
address the diversity of Internet of Things (IoT) networks. In this architecture the
backhaul for MPPs to the core can be any WAN. Middle mile is achieved through the
WMNs which are provisioned with an additional feature of load sharing. Finally the
last mile comprise of short range IP and non-IP access networks. In future work non-IP
networks should be integrated to the WMN through the matrix based mathematical
model. The advantage of such a structure is most appropriate for use with the 4G
mobile networks where it gets really difficult to connect sensor based massive IoT
networks to the Internet. The architecture should be modified to form a virtualized
middle mile network provisioned with load management technique like the one pro-
posed in this paper.
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