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Abstract. Modulation recognition is an important part in the field of commu-
nication signal processing. In recent years, with the development of modulation
recognition technology, various problems have emerged. In this title, we pro-
pose an improved recognition framework based on SVM, which extracts the
entropy feature of the signal and distinguishes it from the traditional modulation
recognition framework. We combine the training set with the test set first, then
carry on the density clustering to the whole data set. The data set after the cluster
is extracted according to a certain proportion to build a new training set, and the
new training set is used to train the SVM. Finally, the data of the test set is
modulated by the modulation recognition. Experimental results show that the
proposed method improves the recognition rate of traditional SVM framework
and enhances the stability of traditional SVM framework.

Keywords: Modulation recognition * Entropy features + Density clustering *
Restructure - SVM

1 Introduction

Modulation recognition technology is a key technology in the field of communication
processing digital signals. He has been widely used in civil and military applications.
As the channel environment is more and more complex, the accuracy of modulation
recognition is particularly important.

Traditional modulation recognition technology is constrained by the theoretical
framework, and many scholars are devoted to improving the classification and training
structure of classifier to improve the accuracy of recognition. With the rise of machine
learning, more and more unsupervised methods are widely used [1-5]. Density clus-
tering is an unsupervised classification method. The density clustering algorithm
assumes that the clustering structure can be determined by the close degree of the sample
distribution, and studies the distribution characteristics between samples from the angle
of sample density to achieve the purpose of classification [6, 7]. Density clustering
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algorithm is widely used in the processing of complex structure data processing [1]. For
large data mining, density clustering also plays an important role [2]. Mass data will
appear in the process of generation, which is consistent with the algorithm of density
clustering [8]. In addition, density clustering is widely applied in various fields such as
biomedical science, computer calculate, economics, and social network [3] and so on.

Entropy is a measure of information uncertainty, which can express the uncertain
information of random signals. It can be used as the characteristic of the signal to
recognize it [9-14]. Support vector machine (SVM) is a machine learning method based
on statistical learning theory. Through training, the support vector machine can auto-
matically find the support vectors that have good distinguishing ability for the classi-
fication, thus the classifier can be constructed to distinguish the different categories
better [15—17]. At present, support vector machines has a wide range of applications in
many fields, such as modulation recognition [15], face recognition [17], etc.

In this paper, a kind of modulation recognition method which combines unsuper-
vised density clustering with SVM is presented. By using data sample and training set
to form a new training set, a new training set is trained to achieve better recognition
effect. We classify 6 kinds of digital modulation signals: 2ASK, 2FSK, 8FSK, BPSK,
QPSK, 16QAM, in different SNR. The algorithm improves the traditional SVM.

2 Related Work

2.1 Entropy Feature Extraction

The concept of entropy was first proposed by Shannon. It is a measure of information
uncertainty. Set the event set to. The n-dimensional vector P = (Py, P, - -, P,) is used

n
to represent the probability set of events, and satisfies: 0 <p; <1 and ) _ p; = I, then
i=1

Shannon entropy can be defined as:
H(p) = H(p1,p2,-++,pa) = — »_pilogpi (1)
i—1

Assuming that the probability of an event is p;, the amount of information can be
defined as:

Al(p;) = ' 7 (2)

Then the exponential entropy can be defined as:
N
H = Zpielipi (3)
i=1

According to the reference [11], in this paper, we extract 6 kinds of entropy
characteristics, namely: power spectrum Shannon entropy, wavelet energy spectrum
entropy, bispectrum entropy, sample entropy, singular spectrum Shannon entropy, and
singular spectral index entropy.
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2.2 Density Clustering

As an unsupervised clustering algorithm, density clustering is mainly used to divide the
data with the density of data distribution. In general, the distribution of data is pre-
sented or sparse or closely distributed according to its characteristics. The data is
classified by calculating the core points of the data and dividing the radius of the data
categories. In this paper, we use the famous density clustering algorithm: DBSCAN,
which partitions data sets through neighborhood, core objects, density radius and other
parameters. According to the operation of the algorithm, the following definitions are
given [7]:

& Neighborhood: for x; € D, its ¢ neighborhood contains the samples whose con-
centration is not greater than the sample set.

Core object: if the ¢ neighborhood of x; contains at least n samples, it is a core
object.

Direct density: if x; located in the & neighborhood of x; and it is the core object, it is
called x; to x; the density direct.

Density can reach: for x; and x;, if there is a sample sequence py,p, . . ., p,, among
them p; = x;,p, = x;, and p;, | to p; is direct density, then it is called x; to x; the
density can reach.

Density connected: for x; and x;, if exist x; make x; and x; are all reached by density,
they are called density connected.

Based on these basic concepts, DBSCAN defines “clusters” as the largest set of
density connected samples derived from density reachability relationships.
The DBSCAN algorithm first selects one of the core objects in the data set as “seeds”,
and then starts to determine the corresponding clusters. First, find all the core objects
according to the given neighborhood parameters, and then use any object as the starting
point. Clusters are generated from their densely-reachable samples until all core objects
are accessed.

23 SVM

SVM is V. Vapnik proposes statistical learning theory. Its basic idea is to perform some
kind of nonlinear transformation on the original feature space by defining an appro-
priate kernel function, mapping the original feature space to a high-dimensional space,
and then finding the optimal classification surface in this new space so that the sample
is correct. Separation and categorization intervals are the greatest. First, the SVM needs
to be trained, and then the trained signal classifier is used to classify the test signals.
Figure 1 shows the SVM identification process.

SVM is essentially a two-class classifier. For linearly separable cases, the training
sample set is (xi,y1),- -+, (x;,y;))(i=1,---,n;y; € {—1,1}) using a hyperplane o -
x-+b = 0divide yy, - - -, y, error-free into two categories. In practice, it is necessary to
separate a sample from multiple samples. This requires the construction of multiple
classifiers. The commonly used SVM multivalued classifier construction methods
include one-to-many method, one-to-one method, one-time solution method, decision
directed acyclic graph method, binary tree-based multi-class support vector machine
classification method, and the like. The number of sub-classifiers required by the SVM
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based on the binary tree structure is small. As the classification progresses, fewer
training samples are required and the classification efficiency is high, which is very
suitable for the case of many modulation methods.

test . feature Modulation

. > Preprocessing . SVM > o

signal extraction recognition
A

train o Preprocessing » feature N Train

signal P g extraction SVM

Fig. 1. Identification framework of the SVM

In this paper, a support vector machine based on binary tree structure is selected,
and Gaussian kernel functions are used to classify signals.

3 Algorithms and Models

Based on the entropy feature of the signal, this paper adopts the density clustering
method to sample and reconstruct the training set, then uses the reconstructed new
training set to train the support vector machine, and finally inputs the test set for
modulation recognition. Figure 2 shows the specific identification model. We call this
model the D-SVM.

Entropy features
with labels in the
database

Merge test set
and training set

The New Entropy feature Density Data Trai Modulation
. —> . . —> R . SVM > L
signals extraction clustering reconfiguration recognition

Input

Fig. 2. Modulation recognition model based on density clustering data reconstruction

In order to understand the process of sample refactoring, we demonstrate the basic
idea of this method using two dimensional data classification. As shown in Fig. 3, the
training samples are represented by solid points, and the samples to be recognized are
represented by hollow points. The triangle and the circle represent different categories
respectively. As you can see in Fig. 3, when the test set is deviant from the training set,
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the traditional SVM will have a wrong classification, and our method will effectively
repair the deviation to improve the accuracy of the classification.

(3)

Fig. 3. Schematic diagram of sample reconstruction process

The entropy feature of the received signal is extracted and then integrated with the
original entropy feature database. Through density clustering, we can aggregate the
data into n subclasses {Ny,Ny,---,N,}. Assume that the sample number of the i-th
subclass is N¢,, and the number of samples in the train set is N, and the number of
samples in the test set is N;. In the re-sampling process, we select N¢,N;/(N; + Nj)
representatives’ data from each sub-category to form a new training set. The repre-
sentative can be calculated by the following formula:

1
Rp(x)) =——— 4
p (i) d(xi,cr) +¢ “)
N,
In the formula, ¢, = Ni > x¢ represents the cluster center of the k-th subclass of x;.
|

The constant ¢ = 1.0 x 1073 is to prevent the value of Rp(x;) from infinity when x; is
just in the center.
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The modulation recognition algorithm based on density clustering and SVM is as
follows:

Input: train data, test data

Output: Modulation recognition result

Stepl:Initialize the cluster sample and merge the training set with the test
setN=N,UN,

Step2:Perform density clustering on the merged cluster samples to obtain n sub-
classes

Step3:According to formula (4), calculate the representative Rp(x,.) of each sub-
category N, , sort the representative data from the largest to the smallest, and
select the first N N, /(N, + N, ) data to form a new training set.

Step4:Put the test set into the SVM after training the SVM with the new training set
to perform modulation recognition
Step5: Output modulation recognition result

4 Experiment

The experiments in this paper have selected six kinds of digital modulation signals,
including 2ASK, 2FSK, 8FSK, BPSK, QPSK and 16QAM. For each signal, the
sampling frequency is 16 kHz and the carrier frequency is 4 kHz. The SNR ranges
from —5 dB to 10 dB in steps of 1 dB. We extracted six entropy features of the signal,
including power spectrum Shannon entropy, wavelet energy spectrum entropy, bis-
pectrum entropy, sample entropy, singular spectrum Shannon entropy, and singular
spectrum index entropy. The entire data set is divided into train data and test data. At
each SNR, we collected 1200 data points for each entropy feature, each of which has
200 data points.

At first we extracted the entropy features. From Fig. 4 we can see the distribution of
entropy features under different SNR. Since the entropy value is some discrete data
points, we use the box diagram to better characterize it. We can see from the figure that
the sample entropy of the BPSK signal has quite a lot of outliers, which makes it
impossible to classify using sample entropy alone. So we adopt the entropy feature
fusion method for clustering and modulation recognition.

In this paper, we use the SVM based on the Gaussian kernel function and cross-
validation to determine the parameters to classify. We have separately used the tradi-
tional SVM architecture and our improved SVM framework based on density clus-
tering reconstruction (D-SVM). The D-SVM recognition framework was tested and the
experimental results can be seen form the Fig. 5.

From the curves, we can see that the improved D-SVM recognition framework has
approximately 70% recognition rate due to the performance of the traditional method at
the SNR of —5 dB. The degree of smoothness is better than the traditional SVM
recognition framework, which shows that the stability of the algorithm is better. In the
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case of a SNR greater than 10 dB, the recognition rates of both are close to 100%. In
short, the improvement effect of this algorithm is still ideal.
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Fig. 4. In different signals with mixed signal-to-noise ratios (from —5 dB to 10 dB), the box plot
distribution of entropy features includes the maximum, the seventy-fifth percentile, the median,

and the twenty-fifth percentile and minimum.
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Fig. 5. The recognition rate curves of the two methods at SNR of —5 dB to 10 dB

5 Conclusion

In this paper, we proposes a new method for modulation recognition based on SVM
with density clustering data reconstruction. We selected six digital modulation signals,
including 2ASK, 2FSK, 8FSK, BPSK, QPSK, and 16QAM, and extracted six entropy
features: Power Spectrum Shannon Entropy, Wavelet Energy Spectral Entropy, Bis-
pectrum Entropy, Sample Entropy, Singular Spectrum Shannon Entropy, and Singular
Spectrum Exponential Entropy. We fuse these six entropy features, and then density-
cluster the entropy features, resample the clustered data set to generate a new training
set, and finally train the SVM with the new training set, then the signal Identify. The
experimental results show that this method not only improves the accuracy of the
traditional support vector machine but also enhances the stability of the recognition
framework and has a high application value.
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