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Abstract. Firstly, by analyzing the original radar data of the aircraft in the
airspace system, the historical operation information of each sector is extracted,
and the traffic flow correlation between different routes of the same sector is
considered. According to the characteristics of busy sector traffic flow data, a
multi-dimensional data model of traffic flow with multiple related routes in the
sector is constructed. Secondly, based on the data model, a traffic flow fore-
casting algorithm based on multi-time series machine learning is proposed. The
main core idea of the algorithm is to use the time series clustering method to
reduce the dimensionality of multi-dimensional traffic flow data, and then
introduce the machine learning method for concurrent training. The training
result obtains the optimal classifier group through competition. Finally, the
multi-optimal machine learning integrated prediction method is designed to
predict traffic flow. Taking the typical busy sector in China as an example, the
proposed prediction method is verified. The research results show that the
prediction results are better than the traditional single time series machine
learning method, and the stability of the prediction results is good, which can
fully reflect the dynamics and uncertainty of short-term traffic flow between
sectors in each airspace, in line with the actual situation of air traffic.
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Flight scheduling

1 Introduction

With the rapid development of China’s air transport industry, air traffic flow continues
to grow, and problems such as large airspace congestion, large-scale flight delays, high-
intensity control loads, and high-frequency accidents caused by the contradiction
between supply and demand have become increasingly prominent. The resulting safety
hazards and economic losses have seriously restricted the sustainable and healthy
development of China’s air transport industry. In order to ensure the safe and efficient
operation of China’s airspace system, it is necessary to accurately predict the short-term
traffic of airspace sectors. Based on scientifically grasping the distribution trend of air
traffic flow and future trends, an effective air traffic flow management strategy is
formulated. It is not only the premise of implementing tactical and pre-tactical traffic

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Liu and G. Yang (Eds.): ADHIP 2018, LNICST 279, pp. 425–432, 2019.
https://doi.org/10.1007/978-3-030-19086-6_47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19086-6_47&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19086-6_47&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19086-6_47&amp;domain=pdf
https://doi.org/10.1007/978-3-030-19086-6_47


management, but also provides method support and reference basis for control sector
opening and closing configuration, control seat scheduling, and air traffic situation
assessment.

The traditional short-term air traffic flow forecasting method is mainly based on
historical observation flow time series data, using historical average model, moving
average model, autoregressive sliding model, combined forecasting model and other
statistical forecasting models [1–5], and artificial intelligence such as neural networks
[6–8]. The input method of the above method is single, and the calculation process is
simple, but the dynamics and uncertainty of the air traffic flow during the actual
operation are not fully considered. In papers [9–11], the model of aggregate traffic flow
forecasting is proposed. The model takes the traffic flow distribution situation of the
airspace unit as the research object, and the number of airspace units is used as the
calculation dimension, which greatly reduces the calculation amount in the number of
aircrafts. The model is less affected by the uncertainty factor and the prediction time
range is long. However, the input parameters of the model are a set of static historical
average values, and the uncertainty of the parameters is not considered. Therefore,
there is a certain difference between the prediction effect and the actual operation.

It can be seen that traditional research often uses the data of the predicted route itself
as the research object for analysis and modeling, and the interaction between adjacent
routes is generally less studied. However, the traffic flow between multiple routes in the
same area obviously has a certain correlation. Therefore, this study takes multiple routes
in the same area as the research object, fully considering the dynamics of traffic flow in
the actual operation of airspace system. Taking full account of the dynamic, time-
varying and uncertainties of traffic flow in the actual operation of China’s airspace
system, this paper proposes a traffic flow prediction model based on the integrated
learning concept of hybrid multi-machine learning strategy. This model considers traffic
flow forecasting as multidimensional time series data mining. Through deep analysis of
radar data, clear spatial sector historical traffic data and initial model parameters,
according to the established multi-sector aggregate traffic flow model and parameter
estimation and update method, the traffic distribution of airspace sectors in a certain time
and space range in the future It is predicted to provide scientific theoretical basis and
data support for the efficient management of tactical and pre-tactical air traffic flow.

2 Sector Traffic Flow Data Analysis

The experimental objects in this study selected the traffic flow data of the main seg-
ments of each route. The original information collected by each route is based on the
flight, including the route number, flight signage, arrival time, and departure time. First,
the number of flights per minute of each route is counted, and the traffic flow data is
divided into a unified window for a certain length of time. Finally, the metrics of the
traffic are separated into different levels.

Let the set of M traffic flow data in a certain sector be Z ¼ Z1; Z2; . . .; ZMf g and
Zi 2 Z is traffic flow time series information system composed of traffic flow infor-
mation of the i-th route in Z is denoted as Zi ¼ Wi;Ki;Ci;F; að Þ.
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Where Wi ¼ wi1;wi2; . . .;winf g represents a set of n time-ordered traffic flow
timing segments in the i-th route, and each time-series data segment has a length of s
time units. The data of the j-th time window of the i-th route is expressed as

wij ¼ t wij;1ð Þ; t wij;2ð Þ; . . .; t wij;sð Þ
n o

, wij 2 Wi, wij

�� �� ¼ s, and the predecessor relationship

is satisfied between t wij;kþ 1ð Þ and t wij;kð Þ.
Ki ¼ ki1; ki2. . .:; kinf g represents a set of n predecessor traffic flow time series data

in the flow data sample of the i-th route.
Ci ¼ Ch

i1;C
h
i2; . . .;C

h
in

� �
represents the set of traffic flow values in consecutive

h min after each piece of historical traffic flow time series data in Ki ¼ ki1; ki2. . .:;f
king, and its value is determined by the map g: kij ! chij, where j 2 {1, 2, …, n}.

F is a mapping, F: wij ! kij, is a one-to-one mapping relationship between any j-th
time series data kij in Ki and the j-th time series data segment wij inWi. Can be recorded

as kij ¼ F wij
� � ¼ f t wij;1ð Þ

� �
; f t wij;2ð Þ
� �

; . . .; f t wij;sð Þ
� �n o

.

The time series Ki set corresponding to the data sample Zi can be recorded as the
traffic local time series data matrix model Ki as shown in the formula (1).
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Where: each row is represented as a horizontal transpose of the s data corre-
sponding to the kij data set.

Since the traffic flow between the routes affects each other, historical traffic data of a
single route is not directly used to predict future traffic, but the route and its adjacent
route history data are modeled. The traffic local time series data matrix (i.e., Z1, Z2, Z3,
…, Zm) of the M routes in the Z set is combined and converted into a column of data
according to the sequence of the start time of each time series. Finally, the future h min
traffic flow value Ci ¼ Ch

i1;C
h
i2; . . .;C

h
in

� �
of each time window of the predicted i-th

route is added to the corresponding time period as a column of decision data relative to
the i-th route prediction. A traffic flow prediction data set matrix model PD as shown in
the Eq. (2) is obtained.

PD ¼
k11 k21 � � � kM1 Ch

i1
k12 k22 � � � kM2 Ch

i2

..

. ..
. . .

. ..
. ..

.
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in

0
BBB@

1
CCCA ð2Þ

Where: j 2 {1, 2, …, n}, i 2 {1, 2, …, M}.
In the PD matrix, in addition to the decision column Ci, the other columns represent

traffic flow records for different routes. Each row of data in the PD matrix (except for
the decision column) represents traffic flow data for the same time window of M routes
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in the same region. Line j represents the time series data of the j-th time window of
each route and the traffic flow of the i-th route in the future h min. The meanings of
some of the symbols involved are shown in Table 1.

3 Machine Learning Model

The idea of traffic flow multi-machine learning competition method is shown in Fig. 1.
Firstly, the multi-dimensional time series modeling is carried out with historical

data, and the traffic flow data in the research route is converted into a multi-dimensional
time series matrix model.

Then time series clustering method is used to time series clustering, and the mul-
tidimensional time series matrix model is reduced to a classic two-dimensional infor-
mation table.

Then, the two-dimensional information table is imported into the multi-machine
learning group for learning, and the learned knowledge is competed by the test data to
generate multiple optimal classifiers. The practice data is imported into the optimal
classifier and multiple prediction results are output.

Finally, the multiple prediction results are integrated and applied in practice. If the
actual prediction results are not good, the training data set is updated and the optimal
classifier is retrained.

3.1 Introduction to the Optimal Classifier Acquisition Algorithm

Input: Historical traffic flow data set for related M routes Z ¼ Z1; Z2; . . .; ZMf g.
Alternative machine learning algorithm classifier set as: L ¼ L1ðÞ; L2ðÞ; . . .; LnðÞf g.
Output: Optimal machine learning algorithm classifier set L00 � L.

Step 1 Historical traffic flow data set Z ¼ Z1; Z2; . . .; ZMf g of related M routes.
The Z transformation is preprocessed into the multi-dimensional time series matrix
model PD matrix form of traffic flow.

Table 1. The meaning of symbolic.

Symbolic Meaning

Z Collection of traffic flow data within a sector
Zi Traffic flow time series information system composed of traffic flow information of

the i-th route
win Time-sequential n traffic flow timing segments in the i-th route
Wi A collection of win

kin n predecessor traffic flow time series data in the traffic data sample of the i-th route
Ki A collection of kin
Ch
in Set of traffic values in consecutive h min after each piece of historical traffic flow

time series data in Ki

Ci A collection of Ch
in
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Step 2 Time series clustering method proposed in paper [12] is used to perform time
series clustering on the above PDs. Each sub-time series kij cluster in PD is
transformed into a class integer Vij, so that PD is transformed into classical two-
dimensional information. Formula (3), recorded as GPD.

11 21 1 1 11 21 1 1

Clustering12 22 2 2 12 22 2 2

1 2 1 2

hh
M i M i

hh
M i M i

PD

hh
n n Mn in n n Mn in

k k k C V V V C

k k k C V V V CPD G

k k k C V V V C

⎞⎛⎞⎛
⎟⎜⎟⎜
⎟⎜⎟⎜= ⎯⎯⎯⎯→ = ⎟⎜⎟⎜
⎟⎜⎟⎜
⎟⎜⎟⎜ ⎠⎝⎠⎝
ð3Þ

Finally, the GPD is divided into a test data set G0
PD and a training data set G00

PD.
Step 3 introduces G0

PD into the alternative classical machine algorithm set L ¼
L1ðÞ; L2ðÞ; . . .; LnðÞf g for machine learning. After learning L0 ¼ L1ðÞ0; L2ðÞ0 . . .;

�
LnðÞ0g.
Step 4 introduces G00

PD into the alternative classical machine algorithm set
L0 ¼ L1ðÞ0; L2ðÞ0. . .; LnðÞ0

� �
. And the statistical accuracy of each algorithm is

recorded as sL01 ; sL02 ; . . .; sL0n . And the threshold x is set, if sL0i [x, i 2 {1, 2,…, m},
Then the algorithm sL0i is reserved as the optimal algorithm set L00 member. L00�L.

3.2 Introduction to the Integrated Prediction Algorithm in This
Prediction Model

Input: The real-time traffic flow data flow of the relevant M route x time window is
k1x; k2x. . .:; kMx.

Alternative machine learning algorithm classifier set L00. Note: Let the number of
algorithms in A lg″ be set to n, n < m. and re-mark the candidate algorithm set as:
L00 ¼ L01ðÞ; L02ðÞ; . . .; L0nðÞ

� �
, the prediction accuracy is respectively recorded as

s1; s2; . . .; snf g:
Output: the future h min traffic flow value b of the x time window of the i-th route.

Step 1 For real-time traffic flow data: perform clustering category matching [13],
convert the time series string k1x; k2x. . .:; kMx into an integer array V1x V2x ��� VMx.
Record as array Vx = {V1x V2x … VMx}.
Step 2 imports the array Vx into L1ðÞ0; L2ðÞ0; . . .; LnðÞ0. The prediction results are
respectively recorded as L1 V1xð Þ0; L2 V2xð Þ0; . . .; Ln Vnxð Þ0. Where Li Vxð Þ0 represents
the prediction result of the i-th optimal prediction algorithm for real-time traffic flow
data Vx.

Step 3 The prediction result is b =
Pn
i¼1

siLi=
Pn
i¼1

si

����
����, where si is the algorithmic

weight of Li.
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4 Experiment and Result Analysis

4.1 Experimental Settings

Alternative machine learning algorithms include: proximity algorithm, Bayesian
algorithm, neural network, support vector machine, etc. x is the threshold parameter for
predictive evaluation, x = 0.8. Select a busy high-altitude sector as the research object,
and use the radar data from January 16 to February 16, 2018 to establish a database to
predict the traffic flow from 8:00 to 13:00 on February 17. The algorithm of [6]
compares the results, the result is the comparison of the actual traffic level and the
predicted traffic level.

4.2 Experimental Results

The results of the I and II route experiments are shown in Figs. 1 and 2, where the
horizontal axis represents time, at 10 min intervals, and the vertical axis represents
traffic flow levels. Every 10 min, there is a corresponding actual route traffic flow,
single dimension. A time-series predicted traffic flow and a comparison of traffic flows
predicted by the proposed method. Among them, SIMPLE and MULTIBLE are the
results of single machine and multidimensional time series hybrid machine learning
model prediction. ACTUAL represents real traffic flow.

As shown in Figs. 1 and 2, for the I and II routes, the accuracy predicted by the
single time series method under the selected time period is 70.49% and 59.98%,
respectively, and the multi-dimensional time series hybrid machine learning method is
used to predict the results. The accuracy rates are 87.01% and 88.94%, respectively.
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Fig. 1. Comparison of effectiveness between actual flow and two methods for route I.
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The algorithm in this paper is closer to the actual traffic flow of the predicted route,
and its fitting degree is higher, and the fitting degree of the flow curve of the com-
parison algorithm is far away. This shows that the proposed algorithm has obvious
advantages. Compared with the multi-dimensional time series, the single time series
algorithm often cannot obtain enough relevant route information. Obviously, only all
relevant route information in the comprehensive study area can carry out more effective
knowledge mining. The multi-dimensional time series clustering method proposed in
this paper. It can guarantee the retention of relevant information in different dimen-
sions, and can effectively reduce the data dimension and utilize a variety of classical
machine learning methods.

5 Conclusions

Aiming at the data characteristics of route traffic flow prediction, this paper proposes a
multi-dimensional time series data mining traffic flow prediction model. This model
can comprehensively consider the correlation of the relevant routes of the same sector,
and adopts integrated learning ideas to compete through multi-machine learning. It
greatly improves the accuracy of traffic flow prediction. Through prediction practice, it
is proved that the prediction effect of this model is better than the traditional single time
series machine learning algorithm.
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