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Abstract. Seam carving is a form of content-aware image modification. This
modification can vary from resizing to clipping of content within an image. This
can be easily used to alter images to achieve steganographic goals or the
propagation of misleading information. Deep learning, particularly Convolu-
tional Neural Networks have become prolific in today’s image-based intelligent
systems. However, it has been found that convolutional networks specialized for
image classification tend to perform poorly for steganalysis—specifically seam
carving. In this paper, we propose a convolutional neural network architecture
which is able to learn the nuances of seam carved images.
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1 Introduction

Steganography is a form of covert communication which relies on utilizing a data
container to hide messages [1]. With social media and their prolific use, channels for
hidden communications are abundant [2]. An image speaks a thousand words they say.
With the pervasiveness of smartphones, using images and image-based social media is
very common [2]. Most of these images are in the compressed JPEG format [2].

These JPEG images can easily be used as containers to hide information. They may
also be and are often used as secret message carriers. This embedded information in an
image is neither visible to the viewer, nor is it detected by firewalls. Furthermore, it is
very difficult to detect if any alteration has been made to an image without the original
image to compare with. As a result, alongside steganography, content-aware image re-
targeting algorithm such as Seam Carving has gained a lot of popularity [3].

Seam Carving relies on minimizing the energy cost of a seam through dynamic
programming [4] to alter an image. It is a very efficient algorithm for resizing an image
by removing the low energy content of the image [5]. It is often used to remove objects
from an image [6]. This removal of objects from images can have a serious impact on
the semantic value of an image [6] by altering the overall semantic content of the whole
image, which is even more troublesome given the nature of information sharing in
today’s world—highly image-based through use of social media and the internet. There
have been many algorithms and models to detect seam carving, for example, Liu [7]
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have used re-compression techniques to detect seam carving, and Ke et al. [3] observed
the seam patterns by seam carving the image again, in order to determine seam carved
effects in an image.

Although many novel processes and algorithms to detect seam carving exits, deep
learning has only recently started being used in steganalysis [8]. This is because
steganalysis requires a detection of stego-noise, which is a very weak signal and visual
processing networks are not geared towards detecting them [9]. With increasing
research in deep learning based steganalysis, in particular, the use of modified con-
volutional neural networks, [8] and the advances in deep learning frameworks [10] it is
becoming increasingly possible to train models for use in other applications. Some
frameworks such as Caffe [11], Theano [12], Tensorflow [13], etc. have made available
deep learning libraries that leverage the capabilities of mobile devices, allowing mobile
applications to load trained models and utilize it towards classification problem without
the cost of transferring a large amount of data back to the server for processing [10].

Using these advancements, whilst keeping in mind, the limitation of a portable
device, we propose a Tensorflow based convolutional model that can be sufficiently
trained so that the model can be loaded and made portable for use in various appli-
cations. To achieve this, we would look into local binary patterns as used by Yin et al.
[6], and use the structural design proposed by Xu et al. [8] which utilizes a modified
convolutional layer for feature extraction.

2 Literature Review

2.1 Steganography and JPEG Images

The mechanism of sending secret messages by hiding them in innocuous medium
consequently making the communication invisible is known as Steganography [14, 15].
Steganography hides the very existence of secret messages and masks the presence of
communication by making the true message not discernible to the observer [16, 17].
While steganographic methods strive for high security and capacity, usually these
techniques are not concerned with robustness [18]. Several techniques of image
steganography include spatial domain, transform domain-based methods and spread
spectrum method [19, 20]. Images that have hidden messages or the carrier images in
steganography are called the cover images [19].

Although cover images can have many formats, the most popular choice for
steganographers are digital files, that can compress images with a small loss of perceptual
quality [1]. In addition, the tools used for steganography encompasses bit-wise methods
that can apply a least significant bit (LSB) insertion and noise manipulation [21]. Such
tools are known as image domain tools [21]. JPEG is an image type that can ensure
minimum data loss through direct manipulation and recovery by using the Discrete
Cosine Transform (DCT) [21]. In JPEG images, information is hidden by modulating the
rounding choices of the DCT coefficients thus making detection of such messaged dif-
ficult [14]. To combat these issues and the increasing popularity of steganographic
methods, a new field of Steganalysis is established [20]. This technique relies on the
changes in the statistical characteristics of an image to detect the embedded data [20].
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2.2 Seam Carving

Seam carving is a technique used towards content-aware scaling, in other words, pixels
on the least significant seams are removed or inserted, in order to alter the size of an
image [4]. This is achieved by defining an energy function based on the gradient in
order to identify the seams containing the lowest energy [22, 23]. For an image I of
dimension n � m, the vertical seam is defined as

sx ¼ sni
� �n

i¼1¼ fðxðiÞ; iÞgni¼1 ¼ s:t 8i; xði� 1Þj � 1 ð1Þ

Where x maps pixels such that, x : ½1; . . .; n� ! ½1; . . .;m� in other words, i denotes
the row coordinate, and the corresponding column coordinate is given by x ið Þ: Simi-
larly, the horizontal seam is given by the equation

sy ¼ snj
n on

j¼1
¼ fðyðjÞ; jÞgnj¼1 ¼ s:t 8j; xðj� 1Þj � 1 ð2Þ

Where y maps pixels y : ½1; . . .;m� ! ½1; . . .; n�. An image can be altered by
modifying the seams containing the least energy seam. The energy function for a
vertical seam is denoted by the energy function E(s).

EðsÞ ¼
Xn

i¼1

eððxðiÞ; iÞÞ ð3Þ

Where the energy function for each pixel is given by e(I).
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Similarly, the parameters just need to be flipped and sy used instead of sx in order to
calculate the least every horizontal seam. Finally, the lowest energy seam can be
calculated by minimizing the energy function which can be achieved through dynamic
programming [6] and a minimum energy matrix M can be build using the relationship
below:

Mði; jÞ ¼ eði; jÞþminðMði� 1; j� 1Þ;Mði� 1; jÞ;Mði� 1; jþ 1ÞÞ ð5Þ

Figure 1 compares image resizing using Seam Carved technique versus reshaping.
Furthermore, Fig. 2 shows how seam carving can be used to remove objects from
images [24].

2.3 Steganalysis and Detection of Seam Carving

The technique for detecting and analyzing files that are potential carrier files and have
hidden data using Steganography is called Steganalysis. The objectives of this measure
can be three levels: detecting, extracting and disabling or destroying hidden messages.
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There are several ways of performing steganalysis on carrier files including the Raw
Quick Pair (RQP) technique, Regular-Singular analysis (RS) technique, Histogram
Characteristic Function (HCF) technique [19].

When there is a change to close color pairs on high-color images, it can indicate
that the image has an embedded message. The raw quick pairs (RQP) technique is
based on an observation and assumption. When there is an observed change in colors
close to the pairs on high-color, it can indicate that the image has an embedded
message. This technique also assumes that the total number of pixels is significantly
larger than the number of unique colors in the cover image [25]. Although this tech-
nique shows the existence of a message, it cannot calculate the length of the messages.
Its limitations include the cover image to have less than 30% unique colors of the total
pixel [26] and neither can this technique be applied to grayscale images, as they have
less than 256 colors and is not enough to reflect changes in an insertion operation.

The Regular Singular (RS) analysis technique is built on the observation that
randomizing LSB of the images influences its smoothness [27], whereas the Histogram
Characteristic Function (HCF) is based on investigating the characteristics of image
histograms and the effect on histograms caused by embedding secret images. Regular
Singular analysis technique both finds and calculates the length of the message hidden
in an image. However, the complexity time of RS is O (n), where n is the number of
pixels in an image.

Fig. 1. Seam carving vs regular resizing

Fig. 2. Seam carving to remove the object from the image
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Certain improvements were made to the HCF technique [28, 29]. The first
improvement calibrates by down-sampling the images and the second technique
combines two adjacent pixels as opposed to averaging four adjacent pixels and is
known as alternative calibration. Adjacency histogram, another improvement made to
this technique can detect grayscale images [28]. To make the grayscale histogram
parser, the two-dimensional adjacency histogram is used [26]. This histogram uses the
pixel intensity of two adjacent pixels as one data point. There is no one size fit all
solution for steganalysis of any sort, this is especially true for seam carving. Research
on seam carving forensics has been done since 2009 [3]. Sarkar et al. [5] theorized that
if enough seam is changed within an image, then the inter-pixel correlation and co-
occurrence matrix should undergo sufficient change. This change is expected to be
reflected in the local block-based DCT coefficients of the JPEG image [30]. They
utilized a Markov random process in order to develop a probability matrix to represent
the process and trained an SVM using 50% of the data. They achieved about 80%
accuracy for their work.

Additionally, Fillion and Sharma [31] proposed statistical features that include bias
of energy distribution, the dispersal of seam behavior, and the affection of wavelet
absolute moments. Their model managed to attain an accuracy of up to 91.3% for as
low as 20% seam-carved images. Ryu et al. [32] trained their SVM model using
average column energy, average row energy, average energy, max seam. Their model
achieved accuracy between 71.52% and 93.5% but failed to detect object removal.

Towards the detection of content-aware alteration in JPEG images, Qingzhong Liu
[33, 34], merged shift-recompression based features in the spatial domain, and
neighboring joint density in DCT domain together. Wei et al. [35] divided images into
2 � 2 mini-squares with pairing 2 � 3 candidate patches to observe possible effects of
seam carving. Then, taking into account the patch transition probability they extracted a
252 dimension feature set which they used to train an SVM classifier, resulting in up to
95.8% accuracy on 20% seam carved images. Yin et al. [6], extracted the local binary
pattern, generally used for texture classification, and reached an accuracy of 97% in
best cases at 21% seam carved images.

2.4 Convolutional Neural Networks and Steganalysis

Convolutional neural networks (CNN) have been used very widely in computer vision
and has made many large achievements [8]. However, steganalysis and visual pro-
cessing for artificial intelligence are very different tasks [9]. Qian et al. [9] have tested
several visual processing CNNs towards steganalysis and the consensus is that they did
perform up to the task. They also, in their 2015 paper [9] proposed a modification for
the convolutional layer in a CNN to detect stego-content. They called this Gaussian-
Neuron CNN (GNCNN), and it relied on a Gaussian function as the activation function.

f ðxÞ ¼ e�
x2

r2 ð6Þ

where, r determines the width of the curve.
According to them, this function is supposed to generate a significant positive

response when the input intervals are small [9]. Xu et al. [8] proposed a whole network
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architecture based on the GNCNN and introduced batch normalization prior to a
tanh xð Þ activation function.

They also used a High Pass Filter (HPF) on the image before using it as an input in
their neural network. After three stages of convolution, they activated the last con-
volutional layer with a linear rectifier (ReLu) function, followed by a fully connected
layer and Softmax for classification. They tested their architecture on S-Uniward [36],
and HILL [37] utilized steganography. They managed to achieve between 58.44% and
79.24% accuracy on HILL, and 57.33% and 80.24% on SUNIWARD.

Recently, Sedighi and Fridrich [38] introduced the use of histogram layer into a
convolutional model in order to achieve remarkable learning again S-UNIWARD
based stego images. In fact, it is convolutional network is increasingly being used to
tackle steganalysis tasks.

3 Methodology

3.1 Data

We collected a dataset from Sam Houston State University’s [39] image database,
which contains a set of 1000 images. Five hundred of these are untouched JPEG
images and the other five hundred were manipulated versions of the images using seam
carving at the quality of 75. All original images are everyday pictures of dimensions
1234 � 1858, or 1858 � 1234. The seam carved images ranges from resizing in either
horizontal, and/or vertical direction, removed content, or other forms of modifications.
Figures 3 and 4 shows some samples of the images from the dataset. Figure 3 contains
the original images, and Fig. 4 show the corresponding seam carved images. Some
changes are obvious, but others contain subtle signal changes, not visually perceptible.

We excluded all images that were only resizing of the original image, or in other
words, if there were dimensional alteration between the original and the seam carved
image, we excluded it from the dataset. There were a total of 8 such images and that
reduced our dataset size to 992 images. Our model constrained us to train on smaller
resized versions of the image. Excluding resized images from our dataset eliminates
ambiguity in labeling when we resize our images for uniformity. This is explained in
more detail in the training section of this paper.

3.2 Feature Exploration

We considered a few random samples to compare and explore the differences within
the image pair, to determine the feature differences. We started with the images shown
in Fig. 5.

First, we generated histograms for the images and then compared the histograms of
the two images to find subtle differences in the shape. Since we were interested in the
luminance distribution of the images, we started by converting the image from the RGB
color space to grayscale. Also, in order to capture all pixel values, we did not threshold
but used 256 bins as seen in Fig. 6. Then, we decided to see if each color channel
elucidated more information. We treated each channel similar to our grayscale image
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and superimposed all the resulting histogram data onto a single graph as seen in Fig. 7.
Although subtle, we see a change in direction in the red and green channel near the
center peak.

Next, we wanted to explore how each pair of color was distributed among each
pixel. For each pairwise combination of channels, we used 32 bins to see the distri-
bution. The outcome is depicted in Fig. 8, and this set of data was yet another set of
feature used in the model.

Fig. 3. Original image preview

Fig. 4. Seam carve image preview
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Finally, we also considered the use of all three channels to determine a 3-
dimensional histogram and included it in our model. We will discuss all the parameters
in the next section on the architecture of our network.

Fig. 5. Sample from the dataset

Fig. 6. Grayscale histogram showing luminance distribution between the original (left) and
seam carved (right) images

Fig. 7. Color distribution histogram - original (left), and seam carved (right) (Color figure
online)
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3.3 Image Processing

In order to train our model, we first extracted features from the image or processed
them for input. We first resized all our images to 256 � 256 for ease of computation.
We then extracted all the histogram features as explained in the feature exploration
section and flattened them to vector matrices. The shape of the 2-dimensional color
matrix is (, 768), the shape of the superimposed color channel matrix is (, 3072), and
for the 3-dimensional histogram matrix is (, 512). Once we had our vectors, we cal-
culated the local binary representation (LBP) of each channel of an image, and the
result example is shown in Fig. 9. Once we calculated the LBP, we stitched the
channels back together to feed into our convolutional model.

Finally, for our parallel network, we convolved our image with a High Pass Filter
(HPF), using the Gaussian high pass filter with a sigma value of 1. The result of the
HPF operation is shown in Fig. 10.

Fig. 8. 2D histogram comparison between the original image (above), and seam carved image
(below)

Fig. 9. LBP representation of each channel on the original image
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The next section explains in detail the network architecture, and how we used our
three inputs to train our model.

3.4 Structure and Architecture of Network

The neural network model consists of two parallel convolutional networks, merged
with our histogram data that leads to a Softmax activated classifier as depicted in
Fig. 11.

Each input image is processed as outlined in the image processing section of this
paper. The LBP and HPF images each are used as input into two parallel identical
convolutional neural networks (Conv A), whose architecture is shown in Fig. 12.
Conv A is a feature learning stage of the neural network, where each convolutional
layer is followed by a batch normalization layer, which is then activated by the tanh(x)
activation function, then average pooled using a 5 � 5 kernel, traversed using stride
size of 2.

Fig. 10. Gaussian high pass filter result for the original image (left) compared with the seam
carved image (right)

Fig. 11. Overall architecture

Seam Carve Detection Using Convolutional Neural Networks 401



The output of each parallel Conv A is concatenated and further trained through a
secondary smaller network (Conv B). Conv B is depicted in Fig. 13. Conv B consists
of a single convolutional layer activated by tanh(x) followed by a Max Pooling layer,
which is then connected to a fully connected layer (Dense) by 512 neurons to the
classification layer shown in Fig. 14.

The classification layer (Fig. 14) contains 6 fully connected layers (Fig. 14 shows a
summary of the connections, since all connections would not depict very well in
image), in reducing number of neurons per layer. The first layer contains 512 neurons,
following by 256 neurons, and then 128, 64, 32 respectively. Finally, the last layer
consists of binary neurons activated by the Softmax function to classify into our
expected classes of 0, and 1, representing “Unaltered”, and “Seam Carved”
respectively.

Fig. 12. Conv A, the convolutional feature learning architecture

Fig. 13. Conv B, preparing the convolutional data for classification
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3.5 Training

For our training setup, we used a variant of the Adam optimizer [40, 41], with an initial
learning rate of 0.0003 and no decay. We divided our data into random 80% for training
and 20% for validation. The training was done over 90 epochs but stopped early at 43
epochs. Figure 15 shows the validation accuracy, and loss graph from our training.

Fig. 14. Classification layer of the network

Fig. 15. Training validation accuracy and loss
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However, before training our entire model, we experimented with training each part
of our model. We connected our Conv A (Fig. 12) to the classification layer (Fig. 14)
and used images without any filtering or energy extraction.

We then tested with only the LBP image as input. Followed by the use of the
Gaussian HPF image as input. To compare our model. The results of each experiment
are discussed in the next section.

4 Results

Our model achieved a validation accuracy of 89% at a 26.7% loss. However, during
training, the model did achieve up to 94.4% accuracy at some stage at a loss of 16.4%
but it did not sustain for too long. The convolutional layer on its own with either an
LBP or a Gaussian HPF image achieved to achieve a good learning curve and accuracy
of up to 73% on the validation data.

However, images without the appropriate filter did not perform very well. Seam
carving produces very subtle changes when retargeting an image. Typical visual pro-
cessing models such a convolutional neural network is not able to learn any significant
features which allow the model to generalize. In fact, when the image without any
processing was used to train our Conv A, the model failed to learn altogether with loss
ratio rising above 1.5 with an accuracy of around 48%, which, for a binary classifi-
cation is random. The complete model, however, along with both the LBP and HPF
image, produced remarkable results, yield an accuracy of 89%.

A crucial point to note is how the addition of the flat histogram information gave
the model a boost in accuracy and allowed it to learn much faster. Finally, from the
results there seem to exist a significant correlation between the 3-dimensional his-
togram and the seam carved image.

5 Conclusion

Seam carving is a popular content-aware image retargeting algorithm and is sometimes
used for nefarious purposes. Previous studies have used many sophisticated processes,
ranging from signal processing to Markov probability distribution in order to detect
seam carved images with very high accuracy. In this paper, we wanted to leverage
some filtering and convolving kernels produced by other researches to enable the
training of a deep neural network.

We were particularly interested in using deep learning libraries available for
smartphone applications so that the model can portable in mobile devices. To this goal,
we have managed to train a Tensorflow based neural network model, which can
classify seam carved images which contain information addition or removal. Further
research may include simplification of the model by investigating the hyper-parameters
to reduce training time and make the model more adaptable.
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