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Abstract. The development of deep learning in recent years has led to the
development of natural language processing [1]. Question answering (QA) sys-
tem is an important branch of natural language processing. It benefits from the
application of neural networks and therefore its performance is constantly
improving. The application of recurrent neural networks (RNN) and long short-
term memory (LSTM) networks are more common in natural language pro-
cessing. Inspired by the work of machine translation, this paper built an intel-
ligent QA system based on the specific areas of the extension service. After
analyzing the shortcomings of the RNN and the advantages of the LSTM net-
work, we choose the bidirectional LSTM. In order to improve the performance,
this paper add text similarity calculation in the QA system. At the end of the
experiment, the convergence of the system and the accuracy of the answer to the
question showed that the performance of the system is good.
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1 Introduction

With the development of deep learning in recent years, the field of natural language
processing has also developed rapidly [2]. QA system is a very popular research
direction in the field of natural language processing. People can submit problems
expressed in natural language to the QA system, and the system will return compact
and accurate answers instead of just returning a collection of pages like a search engine.
In other words, the QA system saves resources with maximum efficiency to find the
answers most needed by users. The history of intelligent QA system can be traced back
to the beginning of artificial intelligence (AI). Alan M. Turing, father of artificial
intelligence, proposed an imitating game at the beginning of the book [3], which can be
considered as the beginning of QA system. Turing test showed that a computer was
intelligent if it can communicate in natural language like humans. Therefore, the field
of natural language processing was popular in the world. This prompted a large number
of researchers to explore language techniques by studying QA system.

In recent years, researchers have applied the sequence-to-sequence model in
machine translation [4]. The model is further optimized in [5], and the authors used the
LSTM model to obtain better performance than RNN model. Some scholars have used
TFIDF to design a question and answer system [6].
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This paper proposed a QA system that combines the bidirectional LSTM model
with a text similarity model. There are search systems and generative systems; this
paper combines these two systems together. After training, the model’s loss and the
results of the test have achieved good performance.

The structure of the paper is as follows. Section 2 introduces some model structures
and our model in the QA system. Section 3 shows the structure of the QA system.
Section 4 reports our results include the system’s convergence and partial results of
question-answer testing compared with a single Bidirectional LSTM model.

2 Model Structure

2.1 Encoder-Decoder Model

In most cases, the encoder-decoder model is used to process natural language problems
[4]. One of the most significant features of the encoder-decoder framework is that it is
an end-to-end learning algorithm, which is a model for sequence-to-sequence prob-
lems. Briefly, it is just an input sequence x ¼ x0; x1 � � � xN½ �T2 RN , to generate another
output sequence y ¼ y0; y1 � � � yN½ �T2 RN . Sequence-to-sequence model has many
applications, such as translation, document harvesting, QA system, and so on [2]
(Fig. 1).

2.2 RNN Encoder-Decoder Model

Because of the inconsistency of the input and output, it is difficult to separate these
different sequences into separate samples for training, but RNN can deal with this
problem. The input sequence is encoded using a recursive neural network (RNN) and a
variable length sequence output is generated using another set of decoder RNN [7].
Then sent it to the network to training, this architecture has been proven perform better
than the traditional phrase-based models (Fig. 2).

A B C

a b c

a b c

Fig. 1. An encoder-decoder model. This is the process of encoding the input and then decoding
it. The encoder is to convert the input sequence into a vector of fixed length; decoder is to convert
the previously generated fixed vector into an output sequence. The input is “A, B, C”, and after
encoding and decoding output “a, b, c”.
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at ¼ g Wa at�1; xtð ÞT þ ba
� � ð1Þ

yt ¼ g Wyat þ by
� � ð2Þ

at ¼ at0; at1; . . .atk½ �T ð3Þ

Wy ¼ Wy0;Wy1; . . .Wyk
� �T ð4Þ

Wx ¼ Wx0;Wx1; . . .Wxk½ �T ð5Þ

Wa ¼ Wa0;Wa1; . . .Wak½ �T ð6Þ

Here, ‘xt’, ‘yt’ and ‘at’ denote the input, output and the initial value in the t-th
moment, ‘W’ and ‘b’ denote the weight and bias. g denotes the activation function.

Take the weight W0 update of as an example. L is the loss function. We use the
cross-loss entropy. According to the chain derivation rule, the weight update formula
is:

@L
@W0

¼ @L
@Wt

� @Wt

@Wt�1
. . . . . .

@W1

@W0
ð7Þ

It can be seen from the formula, that if the gradient is bigger than 1, the gradient
will exponentially increase with the number of iterations; if the gradient value is
smaller than 1, with the increase in the number of network layers, the gradient will
gradually disappear, and the RNN’s memory will fade slowly [8]. This is the problem
of the disappearance of the RNN gradient.

2.3 Bidirectional LSTM Encoder-Decoder Model

Because of the gradient disappearance, the RNN cannot achieve the real memory
characteristic when address long sequence [9]. If we make the gradient is equal to 1 at
all the time that the gradient disappearance will be solved. Therefore, we should make a

Fig. 2. A typical RNN model, where a0 is an artificially fabricated activation value, usually a
zero vector.
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constraint to ensure that the gradient value is equal to 1 all the time. The LSTM model
made improvements to RNN and solved the problems of gradient disappearance and
gradient explosion [10].

In Fig. 3, ‘f t’, ‘it’ and ‘ot’ denote the output of forget gate, output of input gate and

output of output gate. ‘gcðtÞ’ denotes the intermediate variable in the t-th moment and r
denotes the sigmoid function. ‘ct’ denotes the input in the t-th moment.

f t ¼ r Wf � yt�1; xt½ � þ bf
� � ð8Þ

it ¼ r Wi � yt�1; xt½ � þ bið Þ ð9Þ

gcðtÞ ¼ tanhðW � yt�1; xt½ � þ bCÞ ð10Þ

ot ¼ r Wo � yt�1; xt½ � þ boð Þ ð11Þ

ct ¼ f t � ct�1 þ it � gcðtÞ ð12Þ

In order to make the system performance better, this paper used bidirectional LSTM
network. Compared with unidirectional networks, bidirectional LSTM network can
remember more information [12].

In Fig. 4, bidirectional LSTM is superimposed by traditional LSTM and performs
better than traditional LSTM networks. The bidirectional LSTM consists of LSTM in
both directions. The forward LSTM network can remember the information in the
previous sequence, and the reverse can remember the information behind.

2.4 Text Similarity Calculation

A text similarity calculation is added to this QA system. TF-IDF is used to calculate the
word frequency set of words in text, and combines them with vectors to calculate the
similarity by comparing the cosine distances between different sets of vectors in linear
space.

Fig. 3. LSTM encoder-decoder Model.
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This is mainly used to calculate the similarity between the input question and the
question in the training set. If they are very similar, the answer to the input question is
the answer to the stationery in the training set.

3 Structure of QA System

The structure of the QA system is shown in Fig. 5. Compared with the general seq2seq
model, this model added a text similarity algorithm. The model can be roughly divided
into two parts.

First, the input sentence is matched with the sentence in the training set by the text
similarity algorithm. If the similarity with the corpus’s question is extremely high, the
corpus answer is output directly. If not very similar, it will enter the Bidirec-
tional LSTM model for training to get the final output.

For the similarity evaluation, we set a threshold. The value of this threshold is set to
0.8 based on a large number of experiments. Only when the similarity between the
input and the question in the corpus is higher than this threshold, the answer to the
question in the corpus is output. If it is below this threshold, the final output will be
obtained through the training results of Bidirectional LSTM.

Fig. 4. A bidirectional LSTM network

Input
Text 

Similarity
Output

Bi-LSTM Output

Fig. 5. The structure of the QA system
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4 Experiment and Discussions

4.1 Dataset

In order to complete this specific QA system, we created a new dataset which is closely
related to our mission. By manual tagging, the questions and answers of the corpus are
separated into two documents. The 12 categories questions and answers are mainly
selected, each of which contains about 1000 answers and 1000 questions. The goal of
training is to make reasonable and accurate answers to certain questions.

4.2 Simulation Results

Figure 6 displays the training process of the model, and it describes the continuous
reduction of loss as the number of iterations increases. It can be obviously seen that loss
shows a downward trend and eventually stabilizes. The moment loss tend to be sta-
bilize when model tend to converge. The simulation result shows that after about 2000
iterations, model is convergent enough to 0.11. This showed that the bidirectional
LSTM could be used to build the QA system.

4.3 Performance Comparison with Other Model

Figure 7 shows that under the same training set, both models can complete the task. It
is obviously that both two models can give answers when asked. But after carefully
comparing the results, we can find that the model with text similarity calculation gives
the better answers which are more humanize. As far as the final display results are
concerned, the effect of the model with text similarity calculation did exceed the single
effect of using only the bidirectional LSTM network in some questions.

Fig. 6. Performance curve for Bidirectional LSTM model from tensor board.
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4.4 Performance Analysis

It can be seen from the Fig. 7 that adding text similarity calculation to the model can
improve the performance of the QA system.

When asked about greetings like ‘hello’, both models have the same answers
because of the same training data and the input was short. However, when asked about
other question as it shows in the fifth pair, they give the different answers and it is
obviously the answer that model with text similarity calculation gives is better than that
bidirectional LSTM gives.

As a result, by comparing the answers the models give, it is obviously that model
with text similarity calculation has the better performance and it is easily accepted by
people. Because the generated model is based on a large number of corpora, our corpus
may not be enough. If the corpus is large enough, the model will work well. However,
using text similarity model to make a QA system, as long as the input question can find
a matching sentence in the corpus, it can output a relatively accurate answer. Con-
versely, for questions that are not in the corpus, they may not be handled well enough.
In this case, we can use the generated model to get the answer. Combining the gen-
erated model with the text similarity model can find the most appropriate answer and
build a relatively good performance QA system.

5 Conclusion

The work of this paper was mainly to obtain inspiration from machine translation and
apply the model of machine translation to the QA system in the extension service field.
After analyzing the memory defects of the RNN model from a mathematical view, we

Fig. 7. This is a small part of the results. The picture on the left is the effect of adding text
similarity calculation. The picture on the right is not.
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chose a bidirectional LSTM network and created a specific data set for this area. And
this paper add a text similarity model in the QA system. According to the results of the
final experiment, the QA system showed that model with text similarity calculation has
the better performance. However, there is still much room for improvement in this QA
system. Next, we may try to add attention mechanism to the model and looking for a
better text similarity method.
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