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Abstract. In this paper, we propose an alarm sound recommendation
system based on music generation. The recommendation system will be
integrated with an application named iSmile, which is a sleep analysis
and depression detection application built by the authors in previous
work. We use a music generating algorithm based on GAN (Generative
Adversarial Nets) as the core of the recommendation system. To the
best of our knowledge, it is the first application recommending real-time
generated music rather than existing music. In the following part of the
paper, we detail the algorithm, the experiment we conducted and the
result analysis. The result shows that the recommendation system can
effectively generate and recommend proper alarm sound according to the
emotion prediction.
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1 Introduction

“5G” is a popular word nowadays. It is expected to have explosive bandwidth
increment and much higher efficiency [1]. From an economic point of view, as
the technology and devices upgraded, the cost of using wireless network can
be much reduced. “5G” must change people’s lives from a lot of aspects. For
examples, people’s demand for WIFI can be greatly reduced, the devices around
people can keep online all the time and applications can provide more creative
services. “5G” means not only the improvement of hardware technology but
also the applications on mobile platforms. Benefited from the “5G” network,
applications driven by big data will be more common in people’s lives.

Previously, we have conducted a research about the impact of digital alarm
sound to human emotions and constructed an application named iSmile. ISmile
includes an Android application and an alarm sound recommendation system on
the cloud. The Android application is used to collect users’ sleep data, provide
alarm service and request the feedback of users. The cloud accepts user data,
building context profiles of users and pushing proper alarm sounds to users.
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In the previous work, the alarm sound recommendation system in the back-end
mainly consists of two parts, an alarm sound library, and a sleep data analysis
model. The alarm sound library uses music genre classification [18] to classify
existing music, then the sleep analysis model analyzes the uploaded data and
selects proper alarm sounds to push. Many sounds or music recommendation sys-
tems are constructed in this way, for example, Hu et al. proposed a music recom-
mendation system in [13], which aimed at helping drivers adjust their emotions
and making a safe driving environment. However, recommending existing music
to users is not flexible enough to satisfy the users due to the diverse preferences
of individuals. Now, we think about doing something new. To make the sounds
recommended more personalized, We alter the back-end of the application from
recommending existing alarm sound to generating new music.

After GAN (Generative Adversarial Network) was proposed [10], many
derivations of GAN have sprung up. GAN is applied to various fields and achieves
a lot of amazing results, for examples, seqGAN [22], IRGAN [19] and AE-GAN
[16]. It can be used for generating pictures, texts, etc. Recently, applying GAN
to music generating becomes a popular topic. Dong et al. proposed MuseGAN
[6–8], a GAN model which can generate 4-bar multi-track music phrases. Before
that, there are many trials to make computers generate music automatically.
Wolfram used his theory “a new kind of science” [21] to generate music, but it
is more like a sequence of chaotic notes rather than music, although it has some
potential regularity. Sturm et al. used RNNs to generate monophonic melodies
[17]. Hadjeres et al. also used RNNs, and proposed a model to generate four-
voice chorales [12]. RNN-RBM [4] was able to generate polyphonic single-track
pianorolls. Using hierarchical RNNs to coordinate three tracks, Song from PI [5]
can generate a lead sheet with an additional monophonic drums track. C-RNN-
GAN [14] were able to generate music as a series of note events. Compared with
MuseGAN, all those previous works can only generate single-track music or have
limitations in performance. Our model built in the back-end of iSmile is inspired
by MuseGAN actually.

The contributions are as follows:

– We use a GAN-based model to alter the previous alarm sound library, which
can generate new alarm sounds according to the user context information.

– We conduct experiments to evaluate the results of the new recommendation
system.

In Sect. 2, we introduce some related works. We detail the method of building
the recommendation system in Sect. 3. Section 4 is mainly about the experiments
we conduct. Finally, we conclude the work we do in Sect. 5.

2 Related Work

2.1 GAN

GAN [10] consists of a generator and a discriminator. The generator tries to
generate fake data to fool the discriminator, while the discriminator tries to
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distinguish the fake data from the true data. The generator and the discriminator
play a minimax game and compete with each other. Finally, the generator and
the discriminator will both obtain better performances.

2.2 MuseGAN

Fig. 1. The input format of the generator.

MuseGAN has a great performance in generating multi-track music. The
model in [7] is designed to generate 5-track music with 4-bar length. Naturally,
MuseGAN consists of two parts, a generator and a discriminator. In the gen-
erator, each track has a network to generate single-track music, which has the
same network structure with each other. In order to simulate the regularity and
randomness of music, the input of those 5 tracks is set to have 4 parts: the
inter-track time-independent random vector, the intra-track time-independent
random vector, the inter-track time-dependent random vector, and the intra-
track time-dependent random vector. Figure 1 shows the format of the input,
where the horizontal axis denotes the tracks, the vertical axis denotes the time
steps, and the rectangles denote the input vectors.

2.3 iSmile

ISmile is the previous work of our team. It includes the front-end, an Android
application, and the back-end, which is built on the cloud. Users can set the
time when they will get up before they sleep using iSmile installed on their
smartphones, then their smartphones will record and upload their sleep status
data. Before the time when they are supposed to be woken up, the cloud will have
analyzed their sleep data and push proper alarm sounds to their smartphones.
The analyzer on the cloud is based on an approach named Emotion-Aware Smart
Tips (EAST), which combines multivariate regression, random forest, and neural
network to quantify the relations between sleep patterns and emotional states
[11]. In the experiments we have conducted, the alarm sounds pushed by the
cloud are selected from the existing music library.
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3 Method

3.1 Model Design

Inspired by MuseGAN, we use an analogous network structure to generate alarm
sounds. The alarm sounds generated by the network are 4-bar 8-track music. The
input of each track in the generator is a 128-dimension random tensor, which
is formatted as what mentioned in Sect. 3.2. With the time solution 24 (one
beat), the output of each track in the generator is a 4× 96× 84 tensor, where
the 84 denotes 84 kinds of pitches. After merging whole 8 tracks’ outputs as one
tensor, it is input into the discriminator, whose output is a float between 0 and
1, indicating how it looks like the music created by human composers. Figure 2
shows the general structure of the whole model, where G denotes a single-track
generator, and D is the discriminator. The model has 8 tracks, generating 8 music
tracks of different instruments, which are drums, piano, guitar, bass, ensemble,
reed, synth lead and synth pad. To save space, Fig. 2 just depicts 3 tracks.
Figure 3 gives the detail about the single-track generator G. Similarly, to save
space, the number of the layers is not the same as the figure. Actually, we use 7
layers of transposed CNN [9] to generate a single-track pianoroll.

Fig. 2. The general structure of the GAN model.

Fig. 3. The general structure of the single-track generator.
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The whole generator acts as an interpreter. Before the generator, there is
an encoding model, who encodes the result of emotion prediction made by the
EAST system. The encoding model is formed with 3 layers of transposed CNN.
It controls the inter-track time-independent random vector z in the input of the
generator, which decides the base style of the whole music.

3.2 System Structure

In the previous work, iSmile has the structure as Fig. 4. All users have the same
sound recommendation model. It limits the variety and personality of the sounds
that are pushed to users’ smartphones. Although the process of predicting emo-
tions takes users’ context information in consideration, the results of the sound
recommendation system reacting to the same emotion predictions never change.

Fig. 4. Previous structure of iSmile.

After we apply the new recommendation system into iSmile, each user will
have a private alarm sound generator. During users using iSmile, their own
models will be trained to adapt to themselves. For example, a person who likes
quietness will receive some light music when his emotion prediction result is
looked happy, while another one may receive some passionate music although
they have the same prediction result (Fig. 5).
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Fig. 5. New structure of iSmile.

4 Experiment

4.1 GAN Model Training

Original GAN is difficult to train. The reason is that when the support of the
true set and the fake set generated by the generator is a low dimension manifold
in high dimension, the possibility is almost 1 that the intersection measure of
the true set and the fake set is 0 [2,3]. The performance of the generator and the
discriminator must be in a relative balance. Excessively great performance of the
discriminator will make the generator learn nothing. So we strictly control and
dynamically adjust the optimization times of the generator and the discriminator
in an iteration period when training the GAN model. The data set is Lakh
Pianoroll Dataset built by Dong et al. [7,15].

4.2 Encoding Model Training

The purpose of the GAN model is to make the music generated be more like music
created by human composers. The encoding model decides the style and emotion
of the music. The result of the emotion prediction is a 2-D tensor, which includes
arousal value and valence value (both are 0–10) as our previous work [11]. We set
those two values to extremes respectively in order to evaluate the performance
of the encoding model. We give feedback (arousal value and valence value) that
how it fits the emotion we expect after the generator interprets the output of the
encoding model. Policy gradient based REINFORCE learning [20] is utilized to
train the encoding model. The encoding model adjusts the parameters according
to the feedback we give, increasing the possibility of outputs that can make we
give high scores.
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4.3 Result Evaluation

Figures 6, 7 and 8 give the visualized result samples during training. To evaluate
the authenticity of the results compared with the true music, we find 20 people
to do a test. All test takers are found from the Internet by random, where 10 are
male and 10 are female. Their ages are in range 18–24. We randomly selected 10
pieces of generated music and 10 pieces of true music from the dataset and mix
them up, then ask our test takers to score for the authenticity of those pieces
of music. Figure 9 shows the mean scores of those pieces of music, where the
black points denote true ones and white points denote fake ones. The vertical
positions of the points are randomly selected to avoid overlapping. Generally, the
fake music and true music are not be distinguished clearly, but some generated
pieces still get much lower scores than the trues.

Fig. 6. The sample of results at the beginning

Fig. 7. The sample of results at the 3000th iteration
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Fig. 8. The sample of results at the 20000th iteration

Fig. 9. The authenticity test

We also make a test about the emotion of the generated music. Arousal value
and valence value are used to evaluate the emotion. We set both the arousal and
valence values to 10 for the generator to produce music, and ask test takers to
score for their moods and feelings after hearing these pieces of music. Figure 10
shows the mean scores, where black points are positive ones and white points
are negative ones. To avoid overlapping, all positions of the points are handled
by randomly jittering in range −0.5 to 0.5.
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Fig. 10. The emotion test

5 Conclusion

We propose and construct an alarm sound recommendation system based on
music generating. The music generating model combines GAN and REINFORCE
learning. To the best of our knowledge, it is the first sound recommendation
system recommending real-time generated music rather than existing music. The
experiments we conducted show that the system has pretty good performance.
However, the generated music still has a little distance to the true pieces, and
the model is not very stable. Due to the limitation of time, the experiments are
not very comprehensive. We need more user data to optimize and evaluate the
recommendation system. More details will be shown in our full paper version
soon.
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