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Campus de Azurém, Edif́ıcio 14, 4800-058 Guimarães, Portugal
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Abstract. In immersive and interactive contents like 360-degrees videos
the user has the control of the camera, which poses a challenge to the
content producer since the user may look to where he wants. This paper
presents the concept and first steps towards the development of a frame-
work that provides a workflow for storytelling in 360-degrees videos. With
the proposed framework it will be possible to connect a sound to a source
and taking advantage of binaural audio it will help to redirect the user
attention to where the content producer wants. To present this kind of
audio, the scenario must be mapped/reconstructed so as to understand
how the objects contained in it interfere with the sound waves propaga-
tion. The proposed system is capable of reconstructing the scenario from
a stereoscopic, still or motion 360-degrees video when provided in an
equirectangular projection. The system also incorporates a module that
detects and tracks people, mapping their motion from the real world to
the 3D world. In this document we describe all the technical decisions
and implementations of the system. To the best of our knowledge, this
system is the only that has shown the capability to reconstruct scenarios
in a large variety of 360 footage and allows for the creation of binaural
audio from that reconstruction.
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Binaural sound · Computer vision · Computer graphics ·
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1 Introduction

With the rising popularity and accessibility of 360-degrees cameras, 360-degrees
movies are bound to become increasingly common. Contrary to regular footage
films, the director has no control as to where the spectator is looking. The action
can occur while the viewer is unaware, as such a solution that redirects the spec-
tator’s attention without explicitly telling him where to look and maintaining the
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in-scenario abstraction must be developed. To address this problem we propose
the creation of binaural audio from conventional audio sources.

The use of binaural sound is described as good solution [10] but in order
to be able to use it we must reconstruct all planes contained in the scene for
modelling the room acoustics.

Focusing in this exact problem is the S3A spatial audio team proposing [14]
where they present a block world reconstruction, from 360-degree stereo images,
proving that planes and their materials are enough to render accurate spatial
audio [15]. We follow the previously presented approach and simplify the process
by estimating only the planes presented in the scene.

Persons are one important sound source on videos and usually are in motion.
Since we intend to reconstruct the scenario and use binaural sound it makes
sense to track persons in order to get their trajectory in the 360◦ video. Thus,
we aim for a recording trajectories, which provides the system with the ability
to associate a sound source to a person. This allows to take their motion into
consideration when rendering the audio.

Our system’s end goal is to provide the editor with the tools necessary to
create binaural sound for arbitrary 360◦ videos. This toolkit will integrate a video
editing software, as an add-on or pluggin, to take advantage from the editor’s
experience in their preferred software.

In this paper existing solutions for 3D reconstruction and people detection
and tracking are reviewed and we present the initial thoughts and rough sketches
of our system.

2 Related Work

Related to our work are the approaches that reconstruct scenarios, detect and
track persons from videos or images. As such, a brief overview of the state of the
art in 3D reconstruction, person detection and tracking is presented.

2.1 3D Scene Reconstruction

The 3D reconstruction of real objects or scenes is a topic that falls in the com-
puter vision field. For that purpose, there are several algorithms and techniques
in the literature that are highly dependent on the specific scenario of application.
In the context of this work, it is important to understand the type of footage
that can be fed to the system: (1) Single vs Stereo Videos - single perspective vs
two records with a fixed baseline between the cameras and (2) Camera Motion:
the camera may be still or in motion;

Stereo Reconstruction. A system capable of generating accurate dense 3d
reconstructions from stereo sequences was developed by Geiger et al. [9]. This
reconstruction pipeline combines a sparse feature matcher in conjunction with
a robust visual odometry algorithm with efficient stereo matching and a multi-
view linking scheme for generating consistent 3d point clouds. Kim and Hilton
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[14] propose a block world reconstruction from spherical stereo image pairs.
Before reconstructing, the spherical image is converted to a cubic projection for
an easier facade alignment. Regions are also segmented in order to identify and
reconstruct planes.

Structure from Motion. Several methods have been presented using struc-
ture from motion in tasks of reconstruction from moving videos [19,24,25,28].
Structure from motion has also been applied to 360 videos [29]. Some approaches
refine the structure from motion using bundle adjustment for an accurate recon-
struction [21,27]. Other processes also filter the reconstruction with a priori
information and/or geographic references [3,21,30].

Simultaneous localization and mapping (SLAM) has also been used on recon-
struction tasks in motion footage [13,32] and proved to work well in populated
environments [20].

Depth Estimation from Single Image. When trying to reconstruct the sce-
nario of a video with no camera motion the challenge is in the depth estimation
task since it is impossible to triangulate the position of each pixel from different
perspectives.

Using conventional computer vision techniques some methods were developed
to estimate depth from single images or static videos and a posteriori reconstruct
the scenario. Liu et al. [17] performed a semantic segmentation of the scene.
Given the semantic context of the scene, depth is estimated considering a pixel
or super-pixel at a time. Zhuo et al. [33] developed a method to estimate the
structure of an indoor scenario from a single image. Local depth is estimated
creating super-pixels for an easier extraction of uniform planes.

Some approaches have been made using deep learning and convolutional neu-
ral networks. Eigen et al. [7] presented a system capable of generate a depth
map from a single image using two CNN’s. The first estimates depth at general
level and the second one does the estimation locally. Ewerth et al. [8] combined
monocular depth clues and feature extraction feeding it to a ranking model.
Chen et al. [6] used a RGB-D dataset and created a new dataset with the closest
and farthest planes labelled to train an auto-encoder CNN to generate a depth
map.

2.2 Person Detection and Tracking

The ability of detecting and tracking persons in videos, has long been of interest
for the computer vision community specially driven by the automatic visual
surveillance goal. Following, are some of the more relevant approaches described
in the literature.

Using Conventional Computer Vision. Andriluka et al. [4] firstly detect
pedestrians in real-world scenes using an object detection model that doesn’t
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consider any temporal constraints. To provide hypotheses for the position they
propose a kinematic limb model. This grants the system expressiveness and
robustness which reduces the number of false positives and facilitates detect-
ing people in crowded scenes. Breuers et al. [5] developed three modules for
addressing this problem in RGB-D images. The detection is made based on
depth templates of upper bodies while the tracking is made using the MDL-
tracker described by [12]. The third module is responsible for analyzing the head
orientation and skeleton pose.

Using Deep Learning. Lin et al. [16] developed RetinaNet, a CNN for object
and person detection. RetinaNet is composed by two sub networks, one respon-
sible for feature extraction and one responsible for classification and drawing
the bounding box. Tome et al. [26] reconstruct the 3D human pose from a single
RGB image and the 2D joint estimation through a multi-stage CNN architecture.
Guler et al. [11] mapped all pixels belonging to a person in a video using CNNs.
Firstly, the whole body is estimated using classification and regression. After
each body part is then located and a mesh drawn in all body pixels. Stewart
et al. [23] present a new loss function which is applied to a classifier in order to
identify the candidate bounding boxes of extracted representation generated by
a CNN layer. Spinnelo et al. [22] uses AdaBoost for people classification training
on acquired data considering that the appearance of people is highly variable.
Instead of trying to segment the body in the different parts the detected body is
segmented by height creating independent classifiers for each-one. Zhang et al.
[31] presents a network for joint human detection and head pose estimation from
rgb-d videos.

3 System Architecture

The system can be summed into five main modules presented in Fig. 1. Through
analyzing an input video file, our system will allow for an editor to associate
different sounds with their respective sources.

The first module is responsible for video pre-processing. The goal is to pre-
pare the video to the subsequent processing steps. An example of a pre-processing
method is to undistort the 360 video, from an equirectangular, fisheye or dual-
fisheye format, to provide the next module with a standard video in an inter-
pretable format for the computer vision methods that will be applied. This
module is also capable of determining if the camera is moving or still which will
determine the method used for reconstructing the footage.

The objective of the second module is to reconstruct the 3D model of a scene.
For this purpose were identified three scenarios. If the camera is moving, it is
possible to construct the point cloud using Structure from Motion techniques.
In case of a still camera, depth has to be inferred before constructing the point
cloud. In the stereoscopy case, depth of each feature point can be estimated due
to the different perspectives of the scenario. In any case, a point cloud is created
from which planes are extracted and the mesh of the scenario is generated.
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Working in parallel with the 3D reconstruction module, the detection and
tracking module is responsible for mapping the motion of the tracked persons
into the generated spatial reconstruction. The trajectory will be represented by
equally spaced points generating an approximation of the movement. In order
to free the system from heavy processing the sound will only be mapped from
a selected subset of all points identified. The goal is to automatically associate
speech or sound to the detected person and regardless of their movement, the
sound will always seem to follow its source.

The plane segmentation module will identify the main flat surfaces in the
point cloud, generated by the reconstruction, which are the most significant for
simulating acoustics.

The storyteller module will be responsible for the user interface, since it will
have access to the results of all previous stages. Additionally, it is at this stage
that the binaural sound is effectively rendered.

Fig. 1. System architecture

In following sections we specify all technical decisions made to date while
developing the system.

3.1 Pre-processing

Motion Detection. Before reconstructing the scenario contained in a video
it is necessary to understand the camera motion. This will decide which recon-
struction method it’s possible to apply.

For this task the Lucas-Kanade method for optical flow estimation was
considered. This motion estimation is calculated frame by frame. Features are
detected and distances are calculated between them in consecutive frames. Move-
ment is assumed if the distance of a particular pair of features is bigger than
one pixel. We consider that a whole frame is moving if most of the features are
moving too.
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360 Unwrapping. In order to make the video interpretable for the next steps,
more specifically to the detection and tracking module it’s necessary to remove
the distortion contained in each frame.

From the 360-degree video, frame views are rendered at a specific vertical
and horizontal field of view and resolution from an image in equirectangular
projection using the software provided by [1].

3.2 Reconstruction

Motion. From videos where the camera is moving it is possible to reconstruct
the scene by applying structure from motion. VisualSFM is being used to accom-
plish this task. Due to the fact that we are not performing keyframe selection,
the computation is naturally heavier.

Still Camera. To reconstruct the scenario from a video with no camera motion
we are using the PlaneNet DNN proposed by Liu et al. [18]. This system is
capable of reconstructing planes from a single image which can be compared to
reconstructing from a frame of a video filmed with a still camera.

Stereo. Using stereo footage we have two perspectives of the same scenario, so
it is possible to infer the depth of each pixel by creating a disparity map.

Disparity maps were created using block matching algorithm, the Semi-
Global Block Matching Stereo Correspondence Algorithm, the Stereo Belief
Propagation and the Stereo Constant Space Belief Propagation. Visually, the
Stereo Constant Space Belief Propagation algorithm performed better when
compared to the others methods.

Having the disparity map and the camera’s intrinsic parameters, it is possible
to re-project that disparity to 3D space using the OpenCV library.

3.3 Person Detection and Tracking

Detection. The detection phase has the goal of giving the initial bounding box
to the tracking algorithm as we try to automate the whole detection and tracking
process. This process is made using the RetinaNet proposed by Lin et al. [16].
For each detected person a bounding box is generated.

Tracking. Having the RetinaNet bounding box we resize it to 20% of the origi-
nal size to guarantee that the pixels inside of the bounding box belong exclusively
to the tracked person. To accomplish this task we tested several algorithms like
BOOSTING, Multiple Instance Learning (MIL), Kernelized Correlation Filters,
tracking, learning and detection, MEDIANFLOW, GOTURN, MOSSE and the
Discriminative Correlation Filter with Channel and Spatial Reliability (DCF-
CSR). In our testing samples the DCF-CSR algorithm was the most robust
under different light conditions and re-tracking occluded persons.
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4 Preliminary Results

In this section we present the results of the work realized to date. All the results
described were measured qualitatively with direct observation.

The system is already able to detect if there is any camera motion, showing
some instability when performing this task on a video with a moving crowd. In
addition, vertical and horizontal stereoscopy are also identified.

The 360 unwarpping proved to work well when removing the distortion from
a frame. In Fig. 2 it is presented the full 360◦ frame. The Fig. 3 is rendered at
the center of the original frame and the Fig. 4 at 90◦. It is possible to observe
that both figures present no distortion.

Fig. 2. 360-degree frame

Fig. 3. Image rendered
at 0◦

Fig. 4. Image rendered at
90◦

From the pair of stereo Figs. 5 and 6 it was possible to reconstruct the dense
point cloud presented in the Fig. 7.

Fig. 5. Left image Fig. 6. Right image Fig. 7. Reconstructed mesh

As described previously, the detection performed well in different light con-
ditions as we can note in Figs. 8 and 9.
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Fig. 8. Test 1
Fig. 9. Test 2

5 Conclusions and Future Work

In this paper, we have proposed an architecture for an automatic system, which
provides the necessary scene information for rendering binaural audio. This is
the second system of its kind to be documented to date, after the one pro-
posed by S3A spatial audio [2]. Despite the previously presented approach, that
reconstructs only from stereo footage, our system has shown the capability to
reconstruct from a variety of 360-degree videos. To complement the process, a
person detection and tracking method is integrated for associating speech to its
source.

For future work, the first task to address is the selection of keyframes in order
to reduce the processing needed for the reconstruction. The implementation of
our own Structure from Motion system is also considered.

In order to give more robustness to the tracking algorithm, the inference of
the inner bounding box must be refined. In addition, a module for plane segmen-
tation must be developed. The final task is the integration of all these modules
into one consolidated software, so as to provide binaural audio for storytelling.
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