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Abstract. Automatically describing video content with natural language has
been attracting a lot of attention in multimedia community. However, most
existing methods only use the word-level cross entropy loss to train the model,
while ignoring the relationship between visual content and sentence semantics.
In addition, during the decoding stage, the resulting models are used to predict
one word at a time, and by feeding the generated word back as input at the next
time step. Nevertheless, the other generated words are not fully exploited. As a
result, the model is easy to “run off” if the last generated word is ambiguous. To
tackle these issues, we propose a novel framework consisting of hierarchical
long short term memory and text-based sliding window (HLSTM-TSW), which
not only optimizes the model at word level, but also enhances the semantic
relationship between the visual content and the entire sentence during training.
Moreover, a sliding window is used to focus on k previously generated words
when predicting the next word, so that our model can make use of more useful
information to further improve the accuracy of forecast. Experiments on the
benchmark dataset YouTube2Text demonstrate that our method which only uses
single feature achieves superior or even better results than the state-of-the-art
baselines for video captioning.

Keywords: Multimedia � Sentence semantics � Long short term memory �
Sliding window � Video captioning

1 Introduction

With the rapid development of Internet technology, huge amounts of videos are
uploaded online every day, which need to be quickly retrieved and understood. Driven
by this challenge, automatically generating video caption has recently received
increased interest and become an important task in computer vision. Moreover, video
captioning provides the potential to bridge the semantics connection between video and
language. A wide range of applications can benefit from it such as multimedia rec-
ommendation [1], assist the visually impaired [2], and human-robot interaction [3].

Before exploring the video captioning, previous work predominantly focused on
describing images with natural language. Owing to the rapid development of deep
learning, significant improvements have been made in image captioning. Then,
researchers have extended these approaches to video. However, compared to describing
images, video captioning is more challenging as the diverse information of objects,
actions, and scenes.
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Recently, the Long Short Term Memory (LSTM) [4] based encoder-decoder
framework has been explored to generate descriptions for videos. LSTM is able to learn
when to forget previous hidden states and when to update hidden states. Therefore, it
can naturally deal with sequences of frames and learn long-range temporal patterns. In
order to make a soft-selection over visual signals during sentence generation, attention
mechanism is proposed to compute a categorical distribution of visual features, which
further improve the quality of the descriptions.

Although previous encoder-decoder approaches have shown promising improve-
ments, most of them ignore the semantic relationship between the video content and the
complete sentence during training, which may cause the resulting model to generate
incorrect semantics such as objects or verbs. In addition, they are trained to predict the
next word given the previous ground truth word as input, while the other generated
words are not holistically exploited. Therefore, the model is easy to “run off” if the last
generated word is ambiguous during testing.

To tackle the above issues, we propose a Hierarchical Long Short Term Memory
Model with Text-based Sliding Window (HLSTM-TSW), which utilizes an extra loss
to bridge the video content and the entire sentence, as shown in Fig. 1. As a result, the
relationship between visual content and sentence semantics can be explored during
training. Simultaneously, a sliding window is proposed to make use of k previously
generated words when predicting the next word, so that our model is able to exploit
more useful information in the decoding stage. The popular video captioning dataset,
Microsoft Research Video Description Corpus (YouTube2Text) [5] is used in our
experiments, which demonstrates the effectiveness of the proposed method.

2 Related Work

Early works for captioning task mainly focus on rule based systems, which detect the
visual attributes (subjects, verbs, and objects) firstly, and then generate description
using the template-based approach. For example, early work in [6] predicts phrases

Fig. 1. The overall framework of our proposed HLSTM-TSW. Loss1 that represents the word-
level cross entropy loss and Loss2 that represents the semantic relationship between video
content and entire sentence are utilized together to optimize the captioning model.
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with a bilinear model and generates sentence using simple syntax statistics. However,
the expansibility and richness of the natural language generated by these methods are
limited by the language template.

With the rapid development of deep learning, the encoder-decoder framework has
been widely applied to image captioning and video captioning. Recent works make a
combination of convolutional neural network (CNN) [7] and recurrent neural network
(RNN) [8] to translate the visual input to the textual output. In the case of image
captioning, Vinyals et al. [9] utilize the LSTM to generate sentences with CNN features
extracted from the image. Xu et al. [10] use an attention mechanism to obtain corre-
spondences between the feature vectors and image regions. The authors of [11] propose
a deep multimodal similarity model to project image features and sentences into a joint
embedding space.

In video captioning, Venugopalan et al. [12] transfer knowledge from image cap-
tion models via adopting the image CNN as the encoder and LSTM as the decoder. Pan
et al. [13] use the mean-pooling caption model with joint visual and sentence
embedding. However, they ignore the temporal structures of video. To address this
issue, Yao et al. [14] incorporate the local C3D features and a global temporal attention
mechanism to select the most relevant temporal segments. Venugopalan et al. [15]
present a sequence to sequence video captioning model which incorporates a stacked
LSTM to read the CNN outputs firstly and then generates a sequence of words. Pan
et al. [16] propose a hierarchical recurrent video encoder to exploit multiple time-scale
abstraction of the temporal information.

In order to generate high-quality description for a target video, Chen et al. [17]
combine the multi-modalities such as visual and audio contents to predict video topics
as guidance to further improve the video captioning performance. A hierarchical
structure that contains a sentence generator and a paragraph generator for language
processing is introduced in h-RNN [18]. In addition, Gan et al. [19] use the Semantic
Compositional Network (SCN) which extends each weight matrix of the LSTM to an
ensemble of tag-dependent weight matrices to generate captions. More recently, the
authors in [20] propose a multi-model stochastic RNNs network (MS-RNN) which
models the uncertainty observed in the data using latent stochastic variables to improve
the performance of video captioning. Song et al. [21] design an adjusted temporal
attention mechanism to avoid focusing on non-visual words during caption generation.
In [22], a novel encoder-decoder-reconstruction network is proposed to utilize both the
forward and backward flows for video captioning.

Though the video captioning approaches mentioned above have achieved excellent
results, the semantic relationship between the video content and the complete sentence
is not fully exploited. Inspired by [13], in this paper, we design an extra loss to bridge
the video content and sentence. Moreover, our proposed HLSTM-TSW contains a
sliding window with window length of k, which enables it to focus on k previously
generated words during the decoding stage.
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3 Proposed Method

In this section, we introduce our approach for video captioning, as shown in Fig. 1.
Firstly, the encoding stage with visual attention mechanism is presented. Then, we
propose a textual attention in decoding network to calculate the contribution of words
contained in the sliding window. Finally, we introduce our mixed-loss model, which
simultaneously considers the context relationship between previous words and future
words and the semantic relationship between visual content and entire sentence.

3.1 Encoding Network

Given a video v with N sampled frames, the visual features and the textual features can
be represented as v ¼ fv1; v2; . . .; vi; . . .vNg and w ¼ fw1;w2; . . .;wi; . . .wTg, where
vi 2 RDv�1, wi 2 RDw�1, and T is the length of the sentence. Specifically, Dv and Dw are
the dimension of frame-level features and the dimension of vocabulary respectively.
We use a bi-directional LSTM (Bi-LSTM) which can capture both forward and
backward temporal relationships to encode the visual features. The activation vectors
are obtained as:

ht ¼ hðf Þt þ hðbÞt ð1Þ

where hðf Þt and hðbÞt are the forward and backward hidden activation vectors.
The attention mechanism is realized by using attention weights to the hidden

activation vectors throughout the input sequence, so the output context vector at time
step t can be represented as:

at ¼
XN

i¼1

at;ihi ð2Þ

and

at;i ¼ expðet;iÞPN
k¼1 expðet;kÞ

ð3Þ

et;i ¼ wT tanhðWahi þVaht�1 þ baÞ ð4Þ

where w, Wa, Va, ba are learned parameters, and ht�1 is the hidden state of the decoder
LSTM at (t − 1)-th time step.

3.2 Decoding Network

In our decoding network, we use hierarchical LSTM to generate the description, as
described in Fig. 2. During the sentence generation process, we use a sliding window
to focus on k nearest generated words when predicting the next word. Following it, a
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textual attention is used to calculate the corresponding contributions of these k words.
The output of it is:

qt ¼
Xt�1

i¼t�k

bt;iwi ð5Þ

and

bt;i ¼
expðut;iÞPk

m¼1 expðut;mÞ
ð6Þ

ut;i ¼ wT
c tanhðWcwi þVcat þ bcÞ ð7Þ

where wc, Wc, Vc, bc are learned parameters.
Once the above operations are completed, the concatenation of wt�1 and qt will be

utilized as input to the bottom LSTM. Therefore, our model can focus on k previously
generated words instead of only the last generated word. In addition, a visual adjusted
gate is designed to avoid the problem that imposing visual attention on non-visual
words, which is introduced in [21]. It can be computed as:

gt ¼ sigmoidðWgrtÞ ð8Þ

Fig. 2. The schematic diagram of our decoding network. When predicting the next word, a
sliding window is utilized to focus on k nearest generated words, and the textual attention
calculates their corresponding contributions.
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where Wg is learned parameter, rt is the output of the bottom LSTM. Suppose the
output of the middle LSTM is st, Then the input of the top LSTM is:

ct ¼ gtat þð1� gtÞst ð9Þ

3.3 Mixed-Loss Model

According to the above analysis, at time step t, our model utilizes v and the previous
words w\t to predict a word wt with the maximal probability Pðwtjw\t; vÞ, until we
reach the end of the sentence. So the word-level cross entropy loss can be defined as:

loss1 ¼ �
XT

t¼1

logPðwtjw\t; v; hÞ ð10Þ

where h is the model parameter set.
To explore the semantic relationship between the visual content and the entire

sentence, the last hidden activation vector hn that represents the visual information of
the video content and the sentence vector S that represents the semantic information of
the entire sentence are utilized to calculate the cosine similarity, as shown in Fig. 1. In
particular, S is the final output of another LSTM whose inputs are the corresponding
hidden activation vectors of the top LSTM of decoding network. It is worth noting that
the input at t = 1 will only flow through T/5 steps to the final output rather than T steps,
which prevents the loss of information during long-distance transmissions, especially
for short sentences. The cosine similarity between hn and S can be computed as:

cosðhn; SÞ ¼ hn � S
hnk k Sk k ð11Þ

Aiming to pull the corresponding video-sentence pairs closer in the mapping space,
we define our loss2 as follow:

loss2 ¼ � cosðhn; SÞ ð12Þ

and the final loss of our model is:

loss ¼ loss1þ dloss2 ð13Þ

where d is the tradeoff parameter.

4 Experiments

4.1 Dataset

The YouTube2Text dataset consists of 1,970 short video clips collected from You-
Tube, which is well suited for training and evaluating an automatic video captioning
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model. This dataset contains about 80,000 clip-description pairs and each clip has
multiple sentence descriptions. Following [14] and [15], we split 1200 videos for
training, 100 videos for validation, and 670 videos for testing.

4.2 Data Preprocessing

We convert all descriptions to lower cases, and then utilize the WordPunct function
from NLTK1 toolbox to tokenize sentences and remove punctuations. Therefore, it
yields a vocabulary of 13374 in size for the dataset. In our experiments, we use the one-
hot vector (1-of-N decoding, where N is the vocabulary size) to represent each word,
and use the inceptionv3 [23] to extract frame-level features. In addition, we uniformly
sample 60 frames from each clip.

4.3 Training Details

In our experiments, with an initial learning rate 10−5 to avoid the gradient explosion,
we set all the LSTM unit size and the word embedding size as 512, empirically. In
addition, we train our model with mini-batch 64 using ADAM optimizer [24], and the
length of sentence T is set as 20. For sentence with fewer than 20 words, we pad the
remaining inputs with zeros. Moreover, beam search with beam width of 5 is used to
generate descriptions during testing process. To regularize the training and avoid
overfitting, we apply dropout with rate of 0.5 on the outputs of LSTMs.

4.4 Metrics

We evaluate our model on the following widely-used metrics: BLEU [25], METEOR
[26] and CIDEr [27], and use the Microsoft COCO evaluation server [28] to obtain our
experimental results reported. BLEU is defined as the geometric mean of n-gram
precision scores multiplied by a brevity penalty for short sentences. CIDEr measures
the consensus between the candidate descriptions and the reference sentences.
METEOR is defined as the harmonic mean of precision and recall of unigram matches
between sentences.

4.5 Results and Analysis

In this subsection, we firstly explore the effect of the tradeoff parameter d. We adjust it
from 0.1 to 0.9 at intervals of 0.2. The performance curves with a different tradeoff
parameter are shown in Fig. 3. We normalized METEOR and BLEU scores using the
following function:

Qnorm ¼ Q�minðQÞ
minðQÞ ð14Þ

where Q and Qnorm are the original and normalized performance values, respectively.

1 [Online]. Available: https://www.nltk.org/index.html.
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From Fig. 3 we can see that our captioning model achieves the best performance
when d = 0.9, which proves that enhancing the semantic relationship between the
visual content and the entire sentence is conducive to boost the captioning model.

Then, we compare our HLSTM-TSW approach with other state-of-the-art methods,
including the baseline sequence to sequence model (S2VT, MS-RNN), and the
attention-based LSTM Model (SA, h-RNN, HRNE-SA, hLSTMat, RecNet).

Table 1 shows the quantitative results of the comparison. We can observe that our
HLSTM-TSW performs best on METEOR and CIDEr metrics, verifying the effec-
tiveness of our proposed method. In addition, HLSTM (mixed) performs better than
HLSTM (single) on all metrics, which demonstrates that exploring the semantic rela-
tionship between video content and entire description benefits the captioning model.

Besides, some representative captions are presented in Fig. 4. Six videos are used
for demonstration and two frames are extracted from each video. We notice that the
sentences generated from our model are able to describe the salient contents of videos,
such as woman-applying-makeup, man-shooting-gun, and monkey-pulling-dog’s tail,
which proves the superiority and reliability of our approach. In some of the cases, our
model correctly identifies parts of the sentences, but fails to find the correct object. For
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Fig. 3. The effect of d on YouTube2Text dataset.

Table 1. Caption performance of HLSTM-TSW and other state-of-the-art methods on
YouTube2Text dataset in terms of BLEU-4, METEOR, and CIDEr scores (%). HLSTM (single)
represents that it was trained by cross entropy loss only, and HLSTM (mixed) represents that it
was trained using mixed loss. The symbol “–” indicates such metric is unreported.

Model BLEU-4 METEOR CIDEr

S2VT [15] – 29.8 –

SA [14] 41.9 29.6 51.7
h-RNN [18] 49.9 32.6 –

HRNE-SA [16] 46.7 33.9 –

hLSTMat [21] 53.0 33.6 73.8
MS-RNN [20] 53.3 33.8 74.8
RecNet [22] 52.3 34.1 80.3
HLSTM-TSW (single) 50.2 34.5 80.0
HLSTM-TSW (mixed) 50.5 35.0 82.8
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example, for the top video in the right column, the generated caption is “a man is
playing a piano keyboard” while the reference is “a boy is playing a keyboard”. This is
due to the reason that our training data does not provide training samples to distinguish
“man” and “boy”. Therefore, existing datasets for video captioning still require further
refinement.

5 Conclusion

In this paper, we propose a novel framework HLSTM-TSW to make use of the
semantic relationship between video content and the entire description. In our hierar-
chical structure, an extra loss is utilized to map the video-sentence pairs closer in the
embedding space. Moreover, the combination of the text-based sliding window and the
textual attention mechanism enables the model to exploit k previously generated words
instead of only the last generated word in next-word generation. Experimental results
on YouTube2Text dataset show that our HLSTM-TSW achieves superior performance
compared with the current start-of-the-art models. In the future work, we will combine
the reinforcement learning algorithms to further improve our caption model.
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