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Abstract. Music recommendation is an popular function for personal-
ized services and smart applications since it focuses on discovering users’
leisure preference. The traditional music recommendation strategy cap-
tured users’ music preference by analyzing their historical behaviors to
conduct personalized recommendation. However, users’ current states,
such as in busy working or in a leisure travel, etc., have an important
influence on their music enjoyment. Usually, those existing methods only
focus on pushing their favorite music to users, which may be not the most
suitable for current scenarios. Users’ current states should be taken into
account to make more perfect music recommendation. Considering the
above problem, this paper proposes a music recommendation method
by considering both users’ current states and their historical behaviors.
First, a feature selection process based on ReliefF method is applied to
discover the optimal features for the following recommendation. Second,
we construct different feature groups according to the feature weights and
introduce Naive Bayes model and Adaboost algorithm to train these fea-
ture groups, which will output a base classifier for each feature group.
Finally, a majority voting strategy decides the optimal music type and
each user will be recommended more suitable music based on their cur-
rent context. The experiments on the real datasets show the effectiveness
of the proposed method.
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1 Introduction

A large number of music existing in different web sites and users’ implicit music
preferences have presented a big challenge for lean and tailored user services.
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Music recommendation is an important mechanism to provide personalized ser-
vices for users. Two parts are key to ensure the accuracy of music recommenda-
tion, one is how to discover the effective features for recommendations, and the
other is the matching strategy between user preferences and different kinds of
music. Currently, the popular recommendation strategy for music is to identify
users with similar preferences and then to apply collaborative methods for rec-
ommendation, which is based on those collected information, for example, which
kinds of music users have browsed and listened, namely users’ behaviors. It is a
good idea to generate the favorite music by applying users’ historical behaviors
to conclude users’ implicit preference, but considering the real user context, such
as users’ current working state, the most favorite music may be not the most
suitable. From the viewpoint of recommendation overfitting and diversification,
the recommendation covering users’ current context will be more popular and
practical, which can help to dig out users’ new music preferences.

Collaborative filtering is the most popular recommendation strategy, includ-
ing user-based collaborative filtering and item-based collaborative filtering, the
former focuses on finding a group of similar users and the latter focuses on
finding a group of similar items. In fact, collaborative filtering is a transforma-
tion from group behaviors to individual characteristics, in which a user or an
item is modelled into a vector to show those behaviors that a user has done on
items. Obviously, the above model is based on a series of historical behaviors
and are more prone to mine the items or users that should be recommended
comprehensively, which does not serve for the current context and is also tardy
to capture users’ interest migration. In order to improve the recommendation
effectiveness, this paper proposes the recommendation model covering users’ real
context and designs a recommendation method based on Naive Bayes model and
the Adaboost algorithm. Both users’ historical behaviors on music and their cur-
rent states, including emotional state and working state, etc., are integrated to
describe users, and a feature selection process based on the ReliefF algorithm
is conducted before recommendation to filter those optimal features for classi-
fication training. The Naive Bayes model is introduced to train base classifiers.
The Adaboost ensembling algorithm works for integrating each base classifier
and recommending those items by a relative majority voting strategy.

This study is organized as following. Section 2 summarizes the work related
with music recommendation. Section 3 defines the music recommendation prob-
lem serving for users’ real context. Section 4 details the proposed recommenda-
tion model, including the feature selection and the recommended item genera-
tion. Section 5 designs experiments to verify and analyze our method. Section 6
concludes the whole study and discusses the future work.

2 Related Work

With the rapid expansion of digital music and users’ diversified amusement
requirements, personalized music recommendation has become an important
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research topic in the fields of recommendation. Compared with recommenda-
tion for e-commence, etc., personalized music recommendation are more com-
plex since it not only pays attention on the closeness between user preferences
decided by users’ historical behavior and music labels or music content, but also
is affected by users’ real context since one user could like enjoy different styles
of music when he/she is in different scenarios. Currently, mainstream recom-
mendation methods include automatical play list generation [14], content-based
recommendations [2], collaborative-filter methods [12], context-based methods
[19], and hybrid recommendations [18].

Automatical play list generation focuses on those songs that are similar to the
chosen seeds to generate a new play list. Baccigalupo [1] presented a Case Base
Reuse(CBR) approach to establish a new play list. CBR system retrieves those
most relevant music from the Case Base, and then combines them to generate
a new play list, in which music is ranked by its relevance to the pre-specified
music.

Collaborative filtering methods recommend pieces of music to a user based on
music rating, which are contributed by other users with similar taste. To address
the data sparsity problem, Huo [9] applied stack denoising auto-encoder to con-
struct content-based model and then proposed deep learning to cooperate with
collaborative filtering. Sarwar [15] experimentally evaluated that item-based col-
laborative filtering can produce high-quality recommendations. Melville [13] put
forward an effective framework for combining content-based method and collab-
orative filtering, which uses a content-based predictor to enhance existing user
data and then provides personalized suggestions through collaborative filtering.

Content-based methods compute similarity between songs, and then recom-
mend songs similar to those known favorite songs. Xing [21] proposed and exam-
ined a novel approach to generate latent embeddings for podcast items, which
utilizes the aggregated information from the text-based features related with
the audio items. Kuo [11] presented a personalized content-based music filtering
system to support music recommendation based on user preference on melody
style. Further, emotional information have also presented their influence on rec-
ommendation [10].

Context-based methods take context into consideration, which include time,
place, emotion and so on. Gu [8] put forward a context aware matrix factorization
model, named AlphaMF, to tackle with the cold start, which uses the matrix
factorization for modelling implicit feedback and introduces the linear contextual
features for modelling explicit contextual feedback. Wu [20] proposed a context
feature auto-encoding algorithm based on regression tree, which can only deal
with numerical features. Trajectory data and location information have also been
widely considered for recommendation [4,5,23,25].

Hybrid approaches, which consider both music content and other related
information for recommendation, are being paid more attention. Yoshii [24]
integrated both rating and music content data by a Bayes network to realize
recommendation. Donaldson [6] leveraged spectral graph properties of an item-
base collaborative filtering as well as acoustic features of the music signal for
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recommendation. For other recommendation applications, [26] designed a dis-
tributed storage and query system for optimizing POI recommendations based
on location-constraints. [22] designed a stacked denoising autoencoder model for
preprocessing recommendation data and then to improve recommendation per-
formance. Group recommendations are also a popular topic. [16] and [17] studied
the problem of the recommendation fairness for package to-group recommenda-
tions, which also provided an approximate solutions in reasonable time. [7] pro-
posed a new type of group recommendation, namely personalized recommending
event-based groups to users, in which both the linear model for capturing explicit
features and matrix factorization model for mining past interactions between
users and groups are exploited. [27] designed a Nash equilibrium based item
group recommendation approach, in which consumers’ preferences for an item
group are evaluated from two perspectives, namely the attraction from these
customers themselves and the social affection from their friends. [3] conducted
extensive experiments to evaluate the influence of recommending accuracy from
the rating prediction methods, which shows that the rating prediction for individ-
ual users are more effective than for groups on both improving recommendation
accuracy and reducing the influence from data sparsity.

3 Problem Definition and Recommendation Model

In this section, music recommendation covering user context is given a formal
statement in Definition 1. Music categories are initialized for recommendation,
several kinds of user features are considered for matching music categories. The
current user context includes users’ primary attributes, users’ historical behav-
iors, their current emotional state, etc.

Definition 1. Music recommendation covering user context. Given a
set of music I, a set of music categories C, and a group of users U . Each element
i ∈ I belongs to a subset of P , which is denoted as i ∈ c ∧ c ∈ P ∧ P ⊆ C. Each
element u ∈ U is described by a series of features, which are namely user context.
A user sample can be denoted as a (l+1)-tuple, such as (f1, f2, · · · , fl, c), l is the
number of user features and c is to indicate the corresponding music categories
that i would like in current context. Music recommendation covering user context
tries to find the optimal music categories based on the context of a specific user i
and then to recommend the popular music in each found categories to this user.

Figure 1 presents the music recommendation model covering user context.
Figure 1(a) corresponds to U , whose feature set are filtered from l+1 into m+1
and are presented in Fig. 1(b), c denotes one music category in both Fig. 1(a) and
(b). An initial feature selection can help to reserve those features with greater
weights. A series of operations will work on the transformed user set, which
include enumerating features, learning Bayes classifier, generating recommenda-
tion rules, ranking recommended items, etc. Enumerating features tries to find
the optimal feature group for the following classification. Here, classifiers exploit
the user context to create recommendation rules. A new user can depend on
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Fig. 1. Music recommendation model

the recommendation rules to obtain his/her related music categories, and then
those music in each output category can be recommended to this user on their
popularity. The detailed process is presented in Fig. 1(c).

4 Proposed Method

As in Sect. 3, a user u1 can be denoted as a n-dimensional vector. In order
to discover those music categories that u1 might like on u1’s current states,
we design a recommendation rule generation strategy by Bayes classification to
find the relationships between users’ features and music categories. Those gener-
ated recommendation rules can guide to capture both the music categories and
the corresponding music that should be recommended to users. Here, we firstly
choose the optimal features that are more effective to match users with their
favorite music categories. Since music categories need to be represented by mul-
tiple labels, we introduce the ReliefF algorithm for the multi-label classification.

4.1 Selecting Features for Ensembling Classification Strategy

Supposing the given data set containing m features and l labels, Rm is the
sample feature space and Rl is the sample label space, and the training set can
be denoted as TD = {(x1, y1), · · · , (xn, yn)}, xi ∈ Rm, yi ∈ Rl. l is the number
of the labels corresponding to music categories. Each feature has a weight, WA,
to indicate its importance for classification, whose updating formula is presented
in Formula 7.
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WA =
K∑

k=1

diff(A, T,Hk)
1
jk

+
∑

C/∈class(T )

[
p(C)

1 − p(class(T ))
]diff(A, T,Mk(C))

1
jk

(1)
Here, A is a specific feature, T is a random sample from TD and K denotes

the number of T ’s nearest neighbors. The function, diff(A, T,Hk), is defined in
Formula 2 and is responsible for computing the difference between T and the kth
nearest neighbor, Hk, which have the same label. class(T ) returns the label of
T . Mk(C) denotes the kth sample with the label C. p(C) denotes the probability
of those samples with the label C. p(class(R)) is the probability of the label
of sample R. j is just the sampling times. Given a threshold δ, if WA > δ, the
feature A will be retained, otherwise A is removed.

diff(A, T,Hk) =
T (A) − Hk(A)

Max(WA) − Min(WA)
(2)

Based on the Formula 1, N(N < M) features that are optimal for classifi-
cation will be obtained. Because each feature can contribute different influence
to the classification based on those labels, we try to divide these features into
several feature groups on their weight ranking. Namely, the first feature group
consists of only the feature with highest weight, the second feature group consists
of the features ranked the 1st and 2nd on the weights, etc. Each feature group
is inserted a new features that have the highest weight and have not existing
in any feature group. For one specific feature group, each feature is considered
to be independent and the Bayesian classifier is introduced for classification.
Depending on the conditional independence assumption, we have Formula 3, in
which S corresponding to the cardinality of one feature group. The posterior
probability of every label can be computed as Formula 4.

p(X = x|Y = yi) =
S∏

s=1

p(X(s) = x(s)|Y = yi) (3)

p(Y = yi|X = x) =
p(X = x|Y = yi)p(y = yi)∑l
i=1 p(X = x|Y = yi)p(y = yi)

(4)

Since the probability of (x, yi) can be denoted as p(Y = yi|X = x), we define
the maximum label probability of xi, Gq, as Formula 5.

Gq(xi) = argmax p(Y = yi)
S∏

s=1

p(X(s) = x(s)|Y = yi) (5)

Then, we can calculate the error rate of classificationerrqi as Formula 6, Gq(x)
is the classification result. If errqi > 0.5, the feature weight distribution can be
updated as Formula 7.

errqi =
N∑

i=1

wqiI(Gq(xi) �= yi) (6)
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w(q+1,i) =
wqi

Z
exp (−αqyiGq(xi)), i = 1, 2, . . . , N (7)

αq is the coefficient of the Gq(x) and Z is normalization factor that is defined
in Formula 8.

Z =
N∑

i=1

wqi exp (−αqyiGq(xi)) (8)

The final classifier result is expressed as Formula 9.

G(x) =
Q∑

q=1

αqGq(x) (9)

4.2 Constructing Initial Recommendation Rules

The above outputs and divides these optimal features into several feature groups,
and each feature group are applied to construct a classifier. Given a unclassified
sample x∗, we can calculate the probability of each label for x∗. Supposing the
current label is yt, we can obtain the probability of x∗ from all the classifiers
contributed by the above feature groups, which is defined in Formula 10.

Pt(x∗) =
1
L

L∑

l=1

I(G(x∗) = yt) (10)

L is the number of all feature groups and t is the number of labels. We
only need to calculate the probability of different labels for x∗ and to generate
the most probable label for x∗ by the majority voting strategy as defined in
Formula 11.

Y = argmax(Pt(x∗)) (11)

4.3 Music Ranking for Recommendation

Now, we can obtain an ordered sequence of labels on users’ current context by
those constructed Bayesian classifiers and the majority voting strategy. When
a new user appears, we can pick the label with the highest score, namely the
most suitable music category considering users’ real states, to generate the spe-
cific music for this user. A list of music will be presented to this user on the
music popularity in the chosen music categories, and the music popularity is
contributed by the music websites (https://music.163.com/). The detailed rec-
ommendation process is presented in Algorithm 1.

5 Experiments

In this section, we designed and carried out experiments on real data sets to verify
our proposed recommendation method. All experiments are run on a computer
with dual-core CPU @1.90 GHZ and 4 GB memory, and all code is implemented
in Python.

https://music.163.com/
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Algorithm 1. Music Recommendation Covering Users’ Real Context
Input U1: training dataset; U2: test dataset; L: the number of feature groups; F : a set

of features; J : the sampling times; δ: the weight threshold of the selected feature;
Ouput the labels corresponding to music categories.
1: set the weight of each feature to be 0, namely WA = 0
2: for j = 1, 2, ..., J do
3: select a sample R randomly, R ∈ U1

4: applying Euclidean distance to select k nearest neighbor samples with the same
label of R, denoted as Hk, and also select k nearest neighbor samples with
different labels of R, denoted as Mk

5: for A = 1, 2, ..., N do
6: update WA according to Formula. 1
7: if WA > δ then
8: add A to the feature set F
9: end if

10: end for
11: end for
12: divide F into L feature groups
13: for i = 1, 2, ..., L do
14: learn a classifier,Gq(x), by the ith feature group on U1

15: repeat
16: apply Gq(x) on U2 and calculate the error rate errqi
17: if errqi ≥ 0.5 then
18: update the weight of each feature by Formula. 7
19: end if
20: until errqi < 0.5
21: calculate the probability of each label by Pt(x

∗) and output the label with the
highest probability

22: end for

5.1 Data Sets and Evaluation Metrics

In order to test the effectiveness of the proposed method, we constructed a data
set through our designed questionnaire, which is completed by the friends in
WeChat. The whole questionnaire is composed of two kinds of questions, one
kind of questions are to let users answer their attributes and current states, the
other kind of questions is to let users choose one music category under their
current states. The whole data set includes 400 user records, 5 music categories,
and all music are crawled from https://music.163.com/. Each user is described
by 10 features, which are showed in Table 1.

Three metrics, precision, recall and F1-score are introduced for evaluating
recommendation performance, which are presented in Formulas 12 to 14. Rec-
Num is the number of the recommended music from our proposed model,
RightNum is the cardinality of the music both recommended by our model
and accepted by users. ExpectedNum corresponds to the number of all music
that should be recommended.

https://music.163.com/
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Table 1. User features in data set

f1 f2 f3 f4 f5

Emotional state Times weekly Character Gender Career

f6 f7 f8 f9 f10

Instrument Age Income History habit Education

Precision =
RightNum

RecNum
(12)

Recall =
RightNum

ExpectedNum
(13)

F1-score =
2 ∗ RightNum

ExpectedNum + RecNum
(14)

5.2 Experimental Results and Analysis

Features are key for classification. For the given data set, all features are ranked
by reliefF algorithm firstly. Then we try different group of features for classifi-
cation to find the optimal feature group. The combination strategy of features
is greedy. Namely, the feature with the greatest weight is considered for classi-
fication, and then the feature in the second place is added for classification. All
features are considered in order of their weights until the classification accuracy
decreases.

We use a 15 cross verification for ranking the features. The data set is divided
into 15 parts randomly, for each stage, 14 parts are used for training and one
part for testing. The weight of each feature is assigned by the average accuracy
contributed by the feature. The detailed experimental results are presented in
Table 2, and all weights of the features are presented in Fig. 2, in which f1 to
f10 correspond to those features in turn in Table 1.

Finding the Optimal Combination of Features. We selected different num-
ber of features as input for each Bayes classifier. First, we sorted these features
by their weights. Since the music enjoyed by users at different context may be
constrained by different features, we set different number of feature groups for
experimental verification. Second, we removed the last four features since their
weights are small and constructed 5 feature groups, the first group is the com-
bination of f1 and f2, the second group is the combination of f1, f2 and f3, etc.
Each group of features are used to test their classification performance individu-
ally to find the optimal feature group. We carried out the experiment to observe
their classification performance of different feature groups, Fig. 3 presents the
classification accuracy on different group of features. Obviously, when we con-
sider the five features with the greatest weights, the classification shows the best
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Table 2. Experimental results on feature weights

Running
times

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10

1 0.171 0.031 0.135 0.124 0.072 0.132 0.162 0.084 0.228 0.071

2 0.176 0.026 0.141 0.123 0.073 0.135 0.167 0.080 0.227 0.079

3 0.169 0.030 0.137 0.120 0.065 0.137 0.169 0.073 0.233 0.073

4 0.173 0.026 0.126 0.126 0.069 0.129 0.172 0.075 0.231 0.064

5 0.166 0.024 0.130 0.133 0.076 0.129 0.163 0.086 0.223 0.072

6 0.162 0.027 0.138 0.127 0.068 0.136 0.168 0.087 0.236 0.071

7 0.170 0.031 0.136 0.129 0.078 0.130 0.171 0.081 0.234 0.075

8 0.173 0.034 0.140 0.123 0.081 0.127 0.173 0.082 0.229 0.069

9 0.164 0.029 0.135 0.114 0.077 0.129 0.172 0.077 0.227 0.073

10 0.170 0.033 0.144 0.122 0.075 0.133 0.164 0.073 0.233 0.082

11 0.169 0.035 0.137 0.129 0.071 0.141 0.168 0.077 0.238 0.087

12 0.171 0.027 0.127 0.130 0.079 0.142 0.163 0.079 0.241 0.075

13 0.175 0.018 0.129 0.128 0.072 0.139 0.168 0.074 0.237 0.072

14 0.177 0.033 0.137 0.117 0.064 0.133 0.172 0.087 0.236 0.073

15 0.171 0.029 0.135 0.124 0.068 0.137 0.169 0.089 0.235 0.071

Fig. 2. The weight of each feature

performance. According to Fig. 2, the five features are f9, f1, f7, f3 and f6, which
will be applied for generating the following recommendation rules.

Generating the Recommended Music. According to the above experimen-
tal results, we use the five Bayesian classifiers corresponding to the five specific
features to predict the potential music categories for new users. Each classifier
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Fig. 3. Accuracy under different group of features.

can output one music category for each user, and we introduce the relative
majority voting to conclude the optimal music categories. Those top-k popular
music in the output music category are picked for users. Here, the number of
the output music categories is set to 2, and k is set to 10. In order to test the
effectiveness of the proposed method, we randomly choose the users from the
data set and construct different subsets, the user number of each testing data
set are 150, 200, 250,300, 350 and 400. The experimental results are presented
in Fig. 4.

Fig. 4. Accuracy for different number of users.

Conducting Comparison Experiments. We also designed compara-
tive experiments, content-based collaborative filtering, our proposed method
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(Adaboost-Bayes) and the Adaboost-Bayes method without considering users’
emotions are introduced for the performance comparison on recommendation.
For each music categories, five songs are prepared for recommendation, the first
two categories are chosen for recommendation, namely 10 songs. The precision,
recall and F1-score of three methods are presented in Table 3. Our proposed
method, Adaboost-Bayes, outperformed the other two methods, which proved
that users’ real context have great influence on users’ acceptance for the recom-
mended songs.

Table 3. Experimental comparison of different methods

Algorithm contrast Precision Recall F1-score

Collaborate filtering 0.803 0.562 0.645

ABWE 0.742 0.616 0.646

Adaboost-Bayes 0.826 0.578 0.734

6 Conclusions

This study proposes a novel method for music recommendation serving for users’
real context, which provides a cooperative mechanism between classification and
recommendation. An efficient strategy is designed for guiding classification rules
to work for recommendation requirements. Making full use of both users’ his-
torical behavior and their current context, the proposed recommendation model
uses three functions, namely feature selection, bayes classifying and ensembling
strategy for recommendation results, to provide more suitable recommenda-
tion. Experiments on real music datasets show the effectiveness of the proposed
method. The following work will pay more attention on users’ state migration
to provide more intelligent recommendation services.
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