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Abstract. Nowadays, collaborative filtering methods have been widely
applied to E-commerce platforms. However, due to its openness, a large
number of spammers attack those systems to manipulate the recom-
mendation results to earn huge profits. The shilling attack has become
a major threat to collaborative filtering systems. Therefore, effectively
detecting shilling attacks is a crucial task. Most existing detection meth-
ods based on statistical-based features or unsupervised methods rely
on a priori knowledge about attack size. Besides, the majority of work
focuses on rating attack and ignore the relation attack. In this paper,
motivated by the success of heterogeneous information network and ori-
ented towards the hybrid attack, we propose an approach DMD to detect
shilling attack based on meta-path and matrix factorization. At first, we
concatenate the user-item bipartite network and user-user relation net-
work as a whole. Next, we design several meta-paths to guide the random
walk to product node sequences and utilize the skip-gram model to gen-
erate user embeddings. Meanwhile, users’ latent factors are decomposed
by matrix factorization. Finally, we incorporate these embeddings and
factors to joint train the detector. Extensive experimental analysis on two
public datasets demonstrate the superiority of the proposed method and
show the effectiveness of different attack strategies and various attack
sizes.

Keywords: Shilling detection · Meta-path · Hybrid attack ·
Heterogeneous information network · Collaborative filtering

1 Introduction

In recent years, with the proliferation of the Internet, a large number of E-
commerce platforms are advancing by leaps and bounds, such as Amazon and
Taobao. However, due to the wide range of products, it is difficult for users to find
what they are truly interested in. Therefore, those platforms use recommender
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system to provide potential personalized products for their customers to alleviate
the above information overload problem. And the most prevalent recommended
method is collaborative filtering, which recommends items based on purchase
behavior of target customer and other customers with similar preference.

Nonetheless, due to the openness of collaborative filtering recommender
systems, numerous malicious users (named spammers) can inject biased pro-
files (namely shilling profiles) into systems to manipulated the recommendation
results for authentic users for gaining more profit. Meanwhile, according to var-
ious aspirations, some merchants resort to improving the recommendation of
their products via increasing the ratings of their own products while another
seller endeavor to decrease scores of competitive commodities, and the former
called push attack and the latter called nuke attack. Such fraudulent actions are
shilling attacks which badly change the recommendation results and affect the
decision of the prospective consumers. In consequence, how to detect shilling
attacks is a core task of improving the robustness of recommender systems.

Generally, the shilling detection can be regarded as a binary classification
problem, which means we need to identify a user is a malicious user (named
spammer) or authentic user through his/her profiles. To this end, the main point
of this problem is to analyze and model the characteristic of users. Up to now,
although dozens of notable works have been down to detect shilling attacks, most
of them highly rely on the statistical manners, which may fail in revealing the
fine-grained interactions between users and items. Besides, as the collaborative
filtering relies on users preference, the relations between users also can make
effort to recommendation and attack, but there is little work pay attention to it.

According to above intuition, to dig the interactions between users and items
and explore the relations among users for detection, in this paper, we propose
a shilling detection algorithm named DMD (Double M Detector). We use the
matrix factorization to decompose the user-item rating matrix to obtain the
latent factors, while design several meaningful meta-paths based on Heteroge-
neous Information Network (HIN) according to network characteristics, such as
degree, hindex and coreness, to represent users’ embeddings of latent relations.
Furthermore, joint training the detector via above latent factors to predict the
label of users.

The main contributions of this paper are summarized as follows:

• We propose a novel method DMD which exploits the interactions among user-
item and user-user based on HIN to detect shilling attacks for collaborative
filtering recommender systems;

• We not only focus to detect the rating attacks, but also pay attention to
relation attacks, and the proposed DMD is effective for hybrid attacks.

• With extensive experiments on the real-world Amazon dataset and simulated
FilmTrust dataset, we evaluate and compare the performance of the method
with other methods to show its effectiveness.

The remainder of this paper is organized as follows. Section 2 reviews the
related work of shilling detection. Section 3 presents the preliminaries about
shilling attack models and the proposed method. The illustration of DMD in
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detail is shown in Sect. 4. In Sect. 5, we conduct experiments on two datasets.
Finally, Sect. 6 concludes the whole paper.

2 Related Work

In collaborative filtering recommender system, the key vulnerabilities derive
from the openness of itself and the high reliance on user profiles. To alleviate
the shilling attack and reinforce the robustness of collaborative filtering rec-
ommender system, many researchers engaged in the field of shilling detection.
According to the intent of spammers, to promote items or prevent items from
being recommended, attacks can be categorized into two types: the push attack
and the nuke attack. As the basic principle of the two kinds of attacks is the
same, the most research pays more attention to the push attack.

In the early stage, researchers mainly focused on statistical analysis methods
to detect anomalies caused by suspicious ratings. For example, there was some
work relied on item average ratings [1] or leveraged Neyman-Person statistical
detection theory [2] and so forth. Meanwhile, a lot of research has been under-
taken to employ supervised learning for detection, those classifiers are trained
through labels information. For instance, a detector based on the average simi-
larity and the Rating Deviation from Mean Agreement (RDMA) metric was pre-
sented in [3], a decision-tree based proposed in [4]. More specifically, Williams et
al. [5] proposed several generic and attack type-specific attributes, and trained
three supervised machine learning algorithms to detect shilling attacks. Recently,
Li et al. [6] developed an algorithm, which explored item’s popularity degree fea-
tures; Zhou et al. [7] first used an SVM-based classifier to obtain an amount of
suspicious profiles, secondly, removed the genuine profiles from the set via target
item analysis method, and Dou et al. [8] proposed a CoDetector model, which
jointly decomposes the user-item matrix and the user-user co-occurrence matrix.

Although supervised methods usually could train a good performance detec-
tor, it totally depends on labeled samples which increase the number of experts
and time consuming to a large extent. Therefore, unsupervised models are uti-
lized in the shilling detection, which are more applicable to real scenarios. The
early classical approach is PCASelectUsers [9], which exploited the principal
component analysis on the rating records. Lately, Zhang et al. [10] presented a
unified framework based on the idea of label propagation, but it requires to set
the number of spammers as the initial seed users.

Apart from the above methods, some semi-supervised models have also been
explored in shilling detection. A hybrid shilling attack detector was proposed
by Wu [11], which collects many detection metrics for selecting features via a
wrapper called MC-Relief and the semi-supervised Naive Bayes for classification.
In [12], a model based on PU-Learning which relies on a few positive labels and
much unlabeled to construct a classifier iteratively was introduced.

The above-mentioned methods all have some limitations: supervised and
semi-supervised detection methods are restricted by labeled samples, unsuper-
vised detection methods need some prior knowledge about attacks to guarantee
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their performance. In addition, some methods are only suitable for detecting
known types of attacks, when handling some new or unknown attacks, the per-
formance is poor. Furthermore, most of them focused on rating information
rather than relations between users.

3 Preliminaries

3.1 Shilling Attack Models

According to information that attackers used [13], we classify the shilling attack
into three broad categories: rating attack, relation attack and hybrid attack. The
definitions of those attacks are shown in Table 1.

Table 1. The definition of three types of attack.

Types Definition

Rating attack Injecting biased rating profiles to manipulate the
recommendation results

Relation attack Through link farming to influence user’s social
relationship and distort neighbors’ preferences

Hybrid attack Fusing ratings and relationships to enlarge
destructiveness in recommender systems

In the three types of attack, rating attack is a typical and most common
forms to affect the recommendation, and despite the fact that relation attack
usually aims at social network rather than recommender system, but it can be
used as an auxiliary to enhance destructiveness. In consequence, in this paper,
we intend to integrate the rating information and users’ relationship to detect
the shilling attack.

In order to attack the target product and in the same time behave like an
authentic user to avoid being detected, spammers always use attack model and
generate attack profiles based on knowledge of recommender system. The general
rating profile can be divided into four parts. Meanwhile, we combine the relation
profile with two segments into the rating profile to form the hybrid profile, which
is depicted in Fig. 1. Specifically, the explanation of the above six parts are listed
below.

• Target item (IT ) indicates the items that spammers design to recommend
more often.

• Selected items (IS) are those spammers used to make the relationship with
authentic users.

• Filler items (IF ) are some items for spammers to disguise themselves as
authentic users.
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Fig. 1. The general framework of hybrid profile.

• Unrelated items (IΦ) stand for items that spammers do not rate, which
forms the majority of rating profile.

• Linked users (UL) are those users that spammers try to establish a rela-
tionship with.

• Unlinked users (UN ) imply that there is no direct social link between them
and spammers, which account for the largest part in relation profile.

In accordance with different attack strategies, rating attack models are cat-
egorized into four types, namely random attack, average attack, bandwagon
attack and segment attack. Similarly, relation attack models are classified into
two categories: random link attack and targeted link attack. Hence, by bridg-
ing rating and relation attacks, the hybrid attacks are composed of eight kinds
of model: R-random attack, R-average attack, R-bandwagon attack, R-segment
attack, T-random attack, T-average attack, T-bandwagon attack and T-segment
attack. Table 2 describes these attack models.

Table 2. The features of the attack models.

Models IS IF IT

Random attack ∅ randomly chosen items,

r(IF
i ) = rrandom

Average attack ∅ randomly chosen items,

r(IF
i ) = rmean push: r(IT ) = rmax

Bandwagon attack popular items, randomly chosen items, nuke: r(IT ) = rmin

r(IS
i ) = rmax r(IF

i ) = rrandom

Segment attack like the target item, randomly chosen items,

r(IS
i ) = rmax r(IF

i ) = rmin

Random link attack UL: randomly chosen users

Targeted link attack UL: users chosen according to the specific attack plan

From above table we can make a summary that the target items are always
rated the highest rating, the filler items are randomly chosen and rated with
different strategies, sometimes, the selected items are not required. As for users,
the linked ones are usually chosen randomly but targeted link may according to
the specific plan.
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3.2 Heterogeneous Information Network

To detect the hybrid attack and motivated the existing studied [14–16], we con-
sider to concatenate the user-item bipartite network and user-user social network
as a whole to a Heterogeneous Information Network [17].

Definition 1. Heterogeneous Information Network: A graph H = (V,E, T )
in which each node v and each link e is tied via their mapping function φ(v)V →
TV and φ(e)E → TE , respectively. Meanwhile, TV and TE refer to the types of
objects and relations in V and E, and |TV | + |TE | > 2. This graph H is named
HIN. Figure 2 is an illustration of our proposed HIN, where three types of nodes
and two types of edge are involved.

H

item authentic user rating trustspammer

Fig. 2. The heterogeneous information network H.

3.3 Meta-Path

Inspired by the success of network embedding models [15,18], we will design
some meta-paths over the HIN to capture the potential characteristics behind
spammers.

Definition 2. Meta-path [19]: A meta-path scheme P is defined as a path that

is denoted in the form of V1
R1−−→ V2

R2−−→ · · · Rl−1−−−→ Vl, where R = R1 ◦ R2 · · · ◦ Rl

defines the composite relations from its first type V1 to the last type Vl.

4 The Proposed Method

In this paper, we propose a meta-path and matrix factorization based method
(DMD) to spot shilling attack, and the detection framework of DMD is depicted
in Fig. 3.
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Fig. 3. The framework of DMD

4.1 Exploring Meta-Paths to Get Users’ Embedding over HIN

In order to detect the hybrid attack, the user-item bipartite network and user-
user social network are cultivated as a whole HIN. For mining anomalous behav-
ior pattern more precisely, we design four meta-paths to model the relations
among users according to three network features, as shown in Table 3.

Table 3. The designed meta-paths.

Path Description

User → Item → User (UIU) Explore users who rated the same items

User → Degree → User (UDU) Linked users who have the same degree

User → H-index → User (UHU) Linked users who have the same Hindex

User → Coreness → User (UCU) Linked users who have the same coreness

These meta-paths can be used to find a pair of entities that similar but are
distant from each other on the original bipartite network and the social network.
Furthermore, three network features are used to link users. Degree which counts
the number of current user linked neighbors, it is the simplest way to measure
the importance of a node. H-index which was originally used to measure the
citation impact of a scholar or a journal [20] and it is defined as the maximum
value h such that there exists at least h papers, each with citation count ≥ h.
Here, the H-index of a node is defined to be the maximum value h such that there
exists at least h neighbors of degree no less than h. Coreness [21] is measured
by k-core decomposition [22], and a larger coreness value indicates that the node
is more centrally located in the network.
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Next, those meta-paths are utilized to conduct random walks to generate
a number of node sequences. As most social relations are noisy, we use biased
probability to create node sequences. Given a meta-path schema P = V1

R1−−→
V2

R2−−→ · · · Rl−1−−−→ Vl, the transition probability at step i is as follows:

p(vi+1|vi
t,P)=

⎧
⎪⎪⎨

⎪⎪⎩

1
|Nt+1(vi

t)| (vi+1, vi
t) ∈ rated

ψ(vi+1,vi
t)∑

v
′ ∈Nt+1(vi

t)
ψ(v′ ,vi

t)
(vi+1, vi

t) ∈ trust

0 (vi+1, vi
t) /∈ E

(1)

where vi
t ∈ Vt, Nt+1(vt

i) indicates the Vt+1 kind of neighborhood of node vi
t, and

ψ(vi+1, vi
t) = |Nt+1(vi+1) ∩ Nt+1(vi

t)|. (2)

According to the definition, at each step of the random walk, the successor
node type is decided by the pre-defined meta-path P at each step in a random
walk. When Vt = U and Vt+1 = I (or the inverse), the successor node is chosen.
However, if Vt = Vt+1 = U (or the inverse), the successor node is selected by the
amount of overlapped neighbors with the current node.

In the next stage, as the collected random walks consist of different types
of nodes, we feed it to the heterogeneous Skip-Gram model proposed by [15],
for learning node embeddings X ∈ R

‖V ‖×d. Formally, given a meta-path guided
node sequence and the current node vi, the objective function is:

arg max
θ

∑

v∈V

∑

vn
t ∈C(vi)

log p(vn
t |vi; θ), (3)

where C(vi) is the context information of vi with the window size w and
p(vn

t |vi; θ) is defined as a heterogeneous softmax function:

p(vn
t |vi; θ) =

exvn
t

·xvi

∑
v∈Vt

exv·xvi
, (4)

in which xv is the vth row of X, representing the embedding vector of node v,
and Vt is the node set of type t in H.

However, calculating Eq. 4 is still computationally expensive, to accelerate
the optimization, we adopt negative sampling [23] for the learning task. Given
the type of the node in C(vi) and the negative sample size M , we randomly
select M nodes with the same type label from V for the construction of softmax
and then update Eq. 4 by the following objective:

O(X) = log σ(xvn
t

· xvi) +
M∑

m=1

Evm
t ∼Pt(vt)[log σ(−xvm

t
· xvi)], (5)

where σ(x) = 1
1+e−x and the sampling distribution Pt(vt) specified by the node

type of vn
t is a uniform distribution.
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4.2 Decomposing Matrix for Users’ Latent Factors

Matrix factorization (MF) is a basic method in collaborative filtering which
uncovers the latent features underlying the interactions between users and items
by mapping both users and items into a low-dimensional latent-factor space [24].
To capture the implicit features in rating profile, we use MF to gain users’ latent
factors. The objective function of this step is:

L =
∑

u,i

(yui − pT
u qi)2 + λ(

∑

u

‖pu‖2 +
∑

i

‖qi‖2), (6)

where pu and qi indicate user and item latent factors respectively, yui means the
rating record created by user u on item i, and pT

u qi is a predictive value. The
parameter λ denotes the magnitudes of the latent factors to prevent overfitting.

4.3 Joint Training Based on Above Embeddings

When the node representations are obtained by performing a stochastic gradi-
ent ascent method on Eq. 5 and user latent factors are decomposed by Eq. 6, we
incorporate them into a random forest model [25], which is an ensemble learning
method by constructing a multitude of decision trees at training time and out-
putting the class that is the mode of the class of the individual trees. After the
training, we can obtain the detector to identify spammers from unlabeled users.

Algorithms 1 shows the overall process of our proposed method DMD.

Algorithm 1. DMD
Input: User Label U , user-time rating matrix R, The heterogeneous network

H = (V,E, T ) combined by user-item bipartite graph and user social
graph, a meta-path schema P, #walks per user n, walk length l,
embedding dimension X, window size w, #negative samples M

Output: Labels of users to be recognized
1 initialize node embeddings X
2 for user i in V do
3 for j = 1 → n do
4 MP = MetaPathRandomWalk(H,P, i, l)
5 X = HeterogeneousSkipGram(X,MP,w)

6 while notConverged do
7 decompose R
8 update user latent vectors P and item latent vectors Q

9 joint embeddings X and user latent vectors P training the detector DMD based
on U

10 use DMD to predict user labels
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5 Experiments

In this section, we present the experimental work. Firstly, two datasets and three
metrics will be introduced. Next, we conduct experiments to evaluate the effec-
tiveness of our detector and compare it with other detection methods. Further-
more, several experiments will be done to verify whether the DMD can handle
different attacks.

5.1 Datasets and Metrics

We adopt two real-world datasets in experiments: Amazon dataset [26] which
includes spammers per se and we extracted user social relationships from can-
didate groups; FilmTrust [27] is a typical dataset for recommendation without
spammers, therefore, we inject spammers based on attack models for detecting.
The detailed statistics of those datasets are shown in Table 4. To tune the meth-
ods included, we use 80% of the data as the training set and the others as the
test set, meanwhile, we randomly select 10% from training set as the validation
set.

Table 4. The datasets

Dataset #Users #Items #Ratings #Relations # Spammers

Amazon 4,902 21,394 60,000 78,418 1,937

FilmTrust 1,508 2,071 35,479 1,853 0

The experiments were conducted by 5-fold cross validation 10 times, where
average values of each set of trials were generated to represent the final results.
We adopt the three frequently-used evaluation metrics, i.e., Precision, Recall and
F-measure for performance evaluation.

Precision =
TP

(TP + FP )
(7)

Recall =
TP

(TP + FN)
(8)

F − measure =
2 × Precision × Recall

(Precision + Recall)
(9)

where P and N represent positive samples and negative samples. The true pos-
itive (TP ) sample means predicted and actual labels both are positive. If the
predicted label is positive, and the actual label is negative, the instance is a false
positive (FP ) sample. Likewise, false negative (FN) means that the predicted
label is negative, but the actual label is positive.
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5.2 Experimental Results

Detection Performance. The performance of DMD is compared with
DegreeSAD [6], FAP [10], SemiSAD [28] and CoDetector [8]. Among them,
DegreeSAD is a supervised method based on popularity degree features, FAP
is an unsupervised method via tag probabilistic propagation, FAP is a semi-
supervised method. CoDetector, as a supervised method bridging factorization
and user embedding, which is the most similar approach to DMD, but it did
not explore the social relations. In addition, we inject R-random hybrid attack
to the FilmTrust dataset and the rating attack size, rating attack filler size and
relation attack size are set to 10%, 5% and 0.2% respectively. The experimental
result is shown in Table 5.

Table 5. Performance comparison of our methods and other methods.

Metric DegreeSAD FAP SemiSAD CoDetector DMD

Amazon Precision 0.7145 0.8931 0.6037 0.8812 0.9336

Recall 0.6184 0.7290 0.6203 0.8915 0.9084

F-measure 0.6626 0.8028 0.6138 0.8863 0.9208

FilmTrust Precision 0.8125 0.8367 0.8333 0.7600 0.921

Recall 0.9286 0.8662 0.7407 0.8636 0.9347

F-measure 0.8667 0.8512 0.7843 0.8085 0.9269

We can make the following observations from the table: in all cases, our pro-
posed model DMD outperform all the compared baseline methods. Specifically,
on Amazon, the precision, recall and f-measure all reach 90%, and the improve-
ments on them are 4.52%, 1.90% and 3.89%, respectively. On the FilmTrust
dataset which injected hybrid attack with random rating and random link, the
three metrics all reach highest values, and the precision increases 10.08% and
the f-measure increases 6.95%. Therefore, the DMD not only can detect rating
attack but also have the ability to handle the relation attack and hybrid attack.
In summary, the performance of DMD has a significant advantage over the other
four methods, and it shows the effectiveness and robustness of DMD whether in
the simulated dataset or real world dataset.

Detection of Simulated Attack. To further demonstrate that our proposed
method has good performance to cope with different attack strategies and various
attack sizes, we especially attack the FilmTrust dataset manually according to
the definition of attack models. As for relation attack, we inject the random
link profile with 0.1%, 0.2% and 0.5% link size. For rating attack, the random
attack, average attack and bandwagon attack are injected with 5% and 10%
attack size. It should be noted that the original users are labeled as normal
users and injected ones are spammers. After that, we use DMD to detect those
simulated spammers. The results of the experiment are shown in Table 6.
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Table 6. Detection results of hybrid attacks on FilmTrust

Link size Metric Random Average Bandwagon

5% 10% 5% 10% 5% 10%

0.1% Precision 0.9494 0.9081 0.9381 0.933 0.8584 0.8932

Recall 0.9019 0.8929 0.8903 0.9582 0.8955 0.9007

F-measure 0.9219 0.8983 0.9068 0.9446 0.8766 0.8969

0.2% Precision 0.9433 0.921 0.9382 0.9531 0.8876 0.9088

Recall 0.8259 0.9347 0.9767 0.9738 0.9039 0.9263

F-measure 0.8636 0.9269 0.9553 0.9624 0.8957 0.9167

0.5% Precision 0.9214 0.8897 0.9192 0.9724 0.9269 0.9085

Recall 0.9167 0.9649 0.8789 0.9757 0.8717 0.9221

F-measure 0.9162 0.9255 0.8958 0.9728 0.8979 0.9144

As shown in Table 6, facing these hybrid attacks, the majority of detection
results more than 0.9 and the highest precision, recall and f-measure reach 0.9724,
0.9767 and 0.9728, respectively. As for the different rating attack strategies, the
MDM achieve the best performance in average attack detection.

6 Conclusion

In this paper, we proposed a novel shilling detection method DMD based on the
meta-path and matrix factorization for collaborative filtering recommender sys-
tem. Firstly, we incorporate the user-item rating network and user-user relation
network as a whole heterogeneous information network and design four meta-
paths to capture the undirectly links between users. Afterward, node sequences
are produced guided by random walk according to above-mentioned meta-paths.
Next, we use the skip-gram model to generate user embedding. In the meantime,
we decompose the rating matrix based on matrix factorization to gain the users’
latent factors. Finally, using embedding and factors are used to joint train the
detector. Experimental results on one real-world public dataset and a simulated
dataset show the DMD improve the preference of detecting spammers. In addi-
tion, it is not only effective for the rating attack but also has good ability to
detect the hybrid attack.
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