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Abstract. With the rapid development of wireless communication tech-
nology, cloudlet-based wireless metropolitan area network, which pro-
vides people with more convenient network services, has become an effiec-
tive paradigm to meet the growing demand for requirements of wireless
cloud computing. Currently, the energy consumption of cloudlets can be
reduced by migrating tasks, but how to jointly optimize the time con-
sumption and energy consumption in the process of migrations is still
a significant problem. In this paper, a balanced cloudlet management
method, named BCM, is proposed to address the above challenge. Tech-
nically, the Simple Additive Weighting (SAW) and Multiple Criteria
Decision Making (MCDM) techniques are applied to optimize virtual
machine scheduling strategy. Finally, simulation results demonstrate the
effectiveness of our proposed method.

Keywords: Cloudlet · WMAN · VM migration ·
Energy consumption · Time consumption

1 Introduction

In recent years, to meet the growing demand for the requirements of wireless
cloud computing, wireless metropolitan area network (WMAN) has emerged as
a public network in the society, providing people with more convenient network
services [1]. Computing tasks of mobile devices are migrated from mobile devices
to remote data centers through access points in WMAN. With the increasing
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popularity of mobile devices and the maturing of wireless communication tech-
nology, WMAN achieves great development with its excellent features in cover-
age, transmission speed and comprehensive cost [2].

Nowadays, the wide spread of smart phones and their powerful functions have
made them an important part of many people’s life over the world [3]. A variety
of mobile applications have been developed to bring people more convenience and
enrich their lives. However, the content-rich and powerful applications increase
the resource cost of mobile devices. Due to many restrictions, such as large
quantities of energy consumption and application running time, mobile devices
are often difficult to meet the resource requirements of the applications [4].

As a new type of business computing mode, cloud computing can provide
users with high reliability, dynamic and scalable virtual computing resources
in a on-demand way. Users can enter the configurable computing resources
shared pool and get access to resources quickly [5].When faced with complex
mobile applications which require a large amount of computation source, mobile
devices often choose to migrate these tasks to a cloud resource center for bet-
ter performance and less energy consumption [6]. In a complex wireless network
environment, for the traditional mobile cloud computing architecture, a cloud
is generally located far away from mobile users, which inevitably leads to the
communication delay between mobile devices and the cloud [7]. In service frame-
work of WMAN, cloudlets as edge devices are widely used to reduce end-to-end
communication delay [8,9].

Cloudlets are deployed closed to users to provide rich data storage and com-
puting resources [10]. Generally, a large number of cloudlets and access points are
deployed in WMAN environment. Users can easily access to cloudlets through
APs in WMAN for fast and efficient computation [8]. With the constant pro-
motion and popularity of cloud computing technology, the number of cloudlet
consumers is increasing rapidly. When there are only few tasks executing on a
cloudlet, the running cloudlet will waste large quantities of energy. Compared
with it, it will be more energy-saving to migrate the tasks to other cloudlets
and close the running cloudlet. Generally, users migrate computing tasks to a
cloudlet in the form of virtual machine (VM) [11]. Though the number of running
cloudlets decreases sharply after several migrations, excessive time consumption
and energy consumption during migrations are both big problems which are
often ignored.

In the view of this challenge, a VM scheduling method for balancing energy
consumption and time consumption in wireless metropolitan area network is
proposed in this paper. The main contributions of this paper can be summa-
rized in three folds. Firstly, we formulate a problem for reducing the two objec-
tives, time consumption and energy consumption. Secondly, a balanced cloudlet
management method, named BCM, is proposed to achieve the goal. In this
method, the Simple Additive Weighting (SAW) and Multiple Criteria Decision
Making (MCDM) techniques are applied to optimize scheduling strategy. Finally,
comprehensive experiments are conducted to verify the effectiveness of our
proposed method.



64 X. Xu et al.

The rest of this paper is organized as follows. Section 2 formulates a problem
for reducing energy consumption and time consumption in cloudlet environment.
In section 3, a balanced cloudlet management method named BCM is proposed.
Then several experiments are conducted, and the results are presented in Sect. 4.
Finally, Sect. 5 analyzes the related work and Sect. 6 states the conclusion and
future work.

2 Problem Formulation

In this section, We formulate a problem for reducing energy consumption and
time consumption in WMAN. Key terms used in the formulation are listed in
Table 1.

Table 1. Key terms and descriptions

Term Description

C The set of running cloudlets, C = {c1, c2, . . . , cN}
W The set of access point(AP), W = {w1, w2, . . . , wQ}
V The set of running VM, V = {v1, v2, . . . , vM}
EActive(t) The energy consumption of the running VMs

tnMP (t) The running time of the n-th cloudlet

EIdle(t) The energy consumed by idle VMs

EBase(t) The basic energy consumption of cloudlets

Tn
edge(t) The time consumed by transmission between cloudlets and APs

Tn
mid(t) The time consumed by migration from a APsour to the APdesc

Pq(t) The energy consumption rate of the q-th AP Wq

EAP (t) The energy consumption of APs

EOper(t) The energy consumption of opening/closing operation

EAll(t) All the energy consumption

TAll(t) All the time consumption

2.1 Basic Concepts

We assume that there are N cloudlets and Q access points in WMAN, denoted
as C = {c1, c2, . . . , cN} and W = {w1, w2, . . . , wQ}, respectively. Consider a
scenario, only one physical machine(PM) is deployed in each cloudlet. Besides,
we assume that there are M VMs running in cloudlets, denoted as V =
{v1, v2, . . . , vM}.

Figure 1. shows an example of task migration in cloudlet-based WMAN.
There are a certain amount of APs between two cloudlets. The AP next to
the source cloudlet and the AP next to the destination cloudlet are named as
APsour and APdesc, respectively. The AP between a APsour and a APdesc is
named as APmid.
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Fig. 1. An example of task migration in cloudlet-based WMAN

2.2 Time Consumption Model of VM Migration

To reduce the energy consumption, we shall migrate the VMs from hosted
cloudlets to other cloudlets. However, the process of migration consumes a quan-
tities of transmission time.

Inm(t) is a binary variable to judge whether the vm is placed on cloudlet cn
at time t, which is defined by

Inm(t) =
{

1, if vm is placed on cn
0, otherwise (1)

Mn,n′
m t is a binary variable that indicates whether vm is migrated from cn to cn′

at time t, which is defined as

Mn,n′
m (t) =

{
1, if vm is migrated from cn to cn′

0, otherwise. (2)

When the cloudlet cn needs to be transferred between the cloudlet and the
AP next to it, the time consumption is calculated by

Tn
edge(t) =

M∑
m=1

N∑
n′=1

Inm(t) · Mn,n′
m (t) · dm

ρ
, (3)

where dm is the data size of the vm, and ρ is the transmission efficiency between
the cloudlet and the AP next to it.

Let Gn,n′ be the number of APs between the cn and the cn′ , including a
APsour, a APdesc and several APmids. The time consumed by migration from
APsour to APdesc is calculated by

Tn
mid(t) =

M∑
m=1

N∑
n′=1

Inm(t) · Mn,n′
m (t) · dm

s
·(Gn,n′ − 1), (4)

where s is the transmission efficiency between APs.
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During the entire process of migration, the time consumption is calculated by

TAll(t) =
N∑

n=1

(2 · Tn
edge(t) + Tn

mid(t)) (5)

2.3 Energy Consumption Model of VM Migration

Based on [12], the energy consumption of the running VMs is calculated by

EActive(t)=
M∑

m=1

αm · ϕm(t) (6)

where αm is the energy consumption rate of the m-th VM, and ϕm(t) indicates
the execution time of the m-th VM vm.

A cloudlet will continue running until all the tasks in this cloudlet have been
excuted, thus the running time of the n-th cloudlet is calculated by

tnMP (t) =
M

max
m=1

{Inm(t) · ϕm(t)} (7)

The energy consumed by idle VMs is calculated by

EIdle(t) =
N∑

n=1

M∑
m=1

βm · (tnMP − ϕm(t)) (8)

where βm is the energy consumption rate of the m-th VM vm in idle mode.
The basic energy consumption of cloudlets is calculated by

EBase(t) =
N∑

n=1

γn · tnMP (t) (9)

where γn is the basic energy consumption rate of the n-th cloudlet.
During the process of migration, APs shall consume energy due to the data

transmission. Based on [13], the energy consumption rate of the q-th AP wq is
calculated by

Pq(t) = eq + ηqpq ·
∑
p∈W

hq

rpq
(10)

where eq, hq, pq, ηq and rpq is the baseline power of the q-th AP wq, the traffic
demand of wq, the signal transmission power of wq, the signal transceiver power
factor of wq and the link rate between wp and wq, respectively.

The energy consumption of APs is calculated by

EAP (t) =
Q∑

q=1

∫ TAll(t)

t

Pq(t)dt (11)
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In this paper, the operation time of VM starting and closing is set to the same
constant, which is denoted as g. The energy consumption of the starting/closing
operation of the VM is calculated by

EOper(t) =
M∑

m=1

N∑
n=1

N∑
n′=1

2g·Inm(t) · Mn,n′
m (t) · αm (12)

Based on the energy consumption model in [14], let EAll(t) be all the energy
consumed by both the APs and cloudlets, which is calculated by

EAll(t) = EActive(t) + EIdle(t) + EBase(t) + EOper(t) + EAP (t) (13)

2.4 Problem Definition

From the above analysis, energy consumption model and time consumption
model are built to quantify the two objectives. In this paper, how to evalu-
ate the two influencing factors synthetically and minimize the consumption is
our core issue. The problem is formulated by

min TAll(t), min EAll(t) (14)

3 Balanced Cloudlet Management Method for WMAN

Based on the analysis in Sect. 2, a balanced cloudlet management method is
proposed in this section. Our method mainly consists of two steps as in Fig. 2.

Fig. 2. Specification of balanced cloudlet management method.

3.1 VM Migration Strategy Searching

The tasks hosted on a cloudlet usually have different numbers of VM require-
ments. Here, we assume that each cloudlet has only one PM. In Algorithm 1, we
propose a method to find VM migration strategy.
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Definition 1 (migration strategy msk): We define the scheme migrating a
VM from hosted cloudlet to destination one as a migration strategy, which is
denoted as mck=(spk, epk, tck), where spk, epk and tck are the hosted cloudlet of
the k-th VM, the destination cloudlet of the k-th VM and the time consumption
of migration, respectively.

In this method, we only migrate VMs to the cloudlets with idle space, and
the cloudlets which are running in full load will not be migration targets.

Definition 2 (migration composition mck): Through analysis, all the VMs
of the same task should be migrated to the same cloudlet, thus we may get more
than one migration strategy recording the source selection and allocation in the
VM scheduling process at the same time. Generally, there are several tasks in
one cloudlet. We name the set of migration strategies which migrate all the tasks
of one cloudlet as a migration composition.

In Step 1, we sort the cloudlets in the decreasing order of idle VMs firstly,
and migrate tasks from their hosted cloudlets to the destination cloudlets which
have as little but enough idle space as possible. In the migration process, there
may be more than one cloudlet to meet the requirements. To deal with these
scene, we calculate the time consumption values caused by different choices with
the formula (5) and select the strategy with minimum time consumption value.
Then a temporal migration strategy is generated. If all the VMs in this cloudlet
can be migrated away, a migration composition will be generated. Otherwise, the
temporal strategies will be deleted. After acquiring a migration composition, the
idle cloudlet will be turn off and all these cloudlets will be resorted. The next
migration composition is generated by iteration. In other words, new migrations
will be created on the basis of previous one until all the VMs can’t be migrated.

Figure 3 shows an example of migration destination selection. c1, c2, c3 and
c4 are four cloudlets running in a wireless metropolitan area network. Two tasks
t1 and t2 need to be executed on c1 which occupy two VMs and one VM respec-
tively. Both of c2 and c3 meet the requirements of migration of t1. However,
the migration from c1 to c2 costs 1.1s, while the migration from c1 to c3 only
costs 1s. In this condition, we will select the second strategy as ms1. Task t2
only occupies one VM which c4 can provide adequately. Thus we select c4 as the
migration target of t2. After the two migration, the cloudlet c1 is idle, and the
set {ms1,ms2} is denoted as mc1.

We assume there are N cloudlets, i.e., {rs1, rs2, . . . , rsN}. A standby cloudlet
set SPM is used to store the cloudlets which have idle space. Once a migration
composition is generated, the full cloudlets shall be removed from SPM , and
SPM shall be updated. We assume there are K migration compositions gen-
erated, i.e., {mc1,mc2, . . . ,mcK}. Because the next migration composition is
generated by iteration, the next migration composition need cover all the migra-
tion strategies in previous composition.

In Algorithm 1, we firstly sort the cloudlets in the decreasing order of idle VMs
and create the standby cloudlet set which stores the cloudlets with idle space (Lines
1 to 7). Then we analyze each task, select the appropriate cloudlet to host all the
VMs of the task and generate migration compositions (Lines 8 to 28).
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Fig. 3. An example of migration target selection

3.2 Multi-objective Optimization Scheduling

Algorithm 1 generates all the migration compositions which meet the require-
ments. Then in this section, the Simple Additive Weighting (SAW) and Multiple
Criteria Decision Making (MCDM) techniques [12] are applied to multi-objective
resource scheduling.

The SAW method is mainly used to calculate the weight of several criteria.
The QoS criteria are divided into two categories, positive criterion and nega-
tive criterion. In this experiment, energy consumption and time consumption are
both negative criteria whose quality decreases as its value increase. Algorithm 1
is designed to acquire the migration composition set MC. Each migration compo-
sition in MC brings about an energy consumption value and a time consumption
value. Let EAll = (EAll

i(t), 1 ≤ i ≤ K) be the energy consumption value and
TAll = (TAll

i(t), 1 ≤ i ≤ K) be the time consumption value. According to the
specifications above, the utility value generated by migration is calculated by:

Ui(t) =
Emax

All (t) − Ei
All(t)

Emax
All (t) − Emin

All (t)
· wE +

Tmax
All (t) − T i

All(t)
Tmax
All (t) − Tmin

All (t)
· wT (15)

In this formula, Emax
All and Emin

All represent the maximum and minimum energy
consumption in all migration composition respectively. Tmax

All and Tmin
All represent

the maximum and minimum time consumption in all composition respectively.
wE and wT are the weight of energy consumption and the weight of time con-
sumption.

With the formula above, the utility value of each migration composition can
be calculated. The MCDM technique is mainly used to make the final determi-
nation in migration compositions. We select the composition with the maximum
utility value as the final scheduling strategy. In addition, in order to save the
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Algorithm 1. VM Migration Strategy Searching
Require: The running cloudlet set RS = {rs1, rs2, . . . , rsN}
Ensure: The migration composition set MC = {mc1,mc2, . . . ,mcK}
1: Sort the cloudlets in cloudlets in the decreasing order of idle

VMs,PM = {pm1, pm2, . . . , pmN}
2: for n=1 to N do
3: Get the number of idle VMs in PMn,i.e.,cn
4: if cn > 0 then
5: Add pmn to the standby cloudlet set,i.e.,SPM

6: end if
7: end for
8: flag = 0, n = 1
9: while flag = 0&&n ≤ N do

10: Get the VM list on the n-th cloudlet in SPM
11: Get the task list on the n-th cloudlet in SPM
12: for each task do
13: Get the number of occupied VMs
14: Select the cloudlets with least idle space to host the VMs
15: Calculate TAll for all selected cloudlets
16: end for
17: Generate a temporal strategy with smallest TAll

18: if all the VMs can be migrated away then
19: Generate a migration composition mcn
20: Add mcn to MC
21: Update the SPM
22: else
23: flag = 1
24: Delete the temporal strategy
25: end if
26: n = n + 1
27: end while
28: return MC

energy consumption, we need to set the vacant cloudlets to the sleeping mode
after finishing the migration.

In Algorithm 2, we firstly calculate energy consumption value and time con-
sumption value of each migration composition (Lines 2 to 5). From them, we
get the maximum and minimum value of both energy and time (Lines 6 to 7).
Then we use the formula (15) to calculate the utility values of each migration
composition (Lines 8 to 10). Finally, we select the best scheduling strategy and
set all the vacant cloudlets to the sleeping mode (Lines 11 to 12).

4 Experiment Evaluation

In this section, a serious of comprehensive experiments are conducted to evaluate
performance of our proposed balanced cloudlet management method for wireless
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Algorithm 2. Multi-objective Optimization Scheduling
Require: The migration composition set MC
Ensure: VM scheduling strategy
1: for each migration composition in MC do
2: Calculate the energy consumption value EAll

3: Calculate the time consumption value TAll

4: end for
5: Get maximum and minimum energy consumption values
6: Get maximum and minimum time consumption values
7: for each migration composition in MC do
8: Calculate the utility values
9: end for

10: Schedule the VMs by the strategy with maximum utility value
11: Set the vacant cloudlets to the sleeping mode

metropolitan area network. In the process of comparison, the running state with-
out migration is marked as a benchmark, our proposed method is abbreviated
as BCM.

4.1 Experimental Context

In our experiment, HP ProLiant ML 110 G4 is selected as the cloudlet server to
create the cloud infrastructure services network. Its basic configuration consists
Intel Xeon 3040, Dual-Processor clocked at 1860 MHz and 4 GB of RAM. The
baseline power of server, the baseline power of VM and the running power of VM
are 86 W, 6 W and 4 W, respectively. Seven basic parameters and the range of
values in this experiment are shown in Table 2. More specifically, 6 different-scale
datasets are generated for our experiment, and the number of running cloudlets
are 50, 100, 150, 200, 250 and 300, respectively.

4.2 Performance Evaluation

In this section, we analyze the energy consumption, resource utilization efficiency
and transmission time consumption to validate our proposed method.

Energy Consumption Evaluation. In the experiment, the energy consump-
tion here consists three parts, VM energy consumption, cloudlet energy con-
sumption and transmission energy consumption. According to the experiment,
about half of the cloudlets will be turn off after migrations. With the decrease of
the number of running cloudlets, the cloudlet energy consumption will decrease,
while the transmission energy consumption will increase. Figure 4 illustrates that
BCM method saves 17.7%, 22.2%, 23.1%, 23.3%, 23.7% and 25.3% of energy
when the number of cloudlets is 50, 100, 150, 200, 250 and 300, respectively. It
can be concluded that the energy consumption in the BCM method is much less
than the energy consumption in the benchmark case. To summary, our proposed
BCM method can achieve the goal of saving energy.
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Table 2. Parameter settings

Parameter Domain

Number of running cloudlets {50, 100, 150, 200, 250, 300}
Number of running VMs in each cloudlet [1, 6]

Number of VMs on each cloudlet 6

Transmission rate between APs (Mb/s) 540

Transmission rate between AP and cloudlet (Mb/s) 1200

VM duration time [1, 3]

VM transmission data (Gb) [0.5, 0.8]

Fig. 4. Comparison of total energy consumption with Benchmark and BCM.

Resource Utilization Efficiency. Resource utilization efficiency is a dimen-
sion to calculate the average proportion of resources used in all cloudlets. As is
shown in Fig. 5, the result illustrates that BCM method improves 28.3%, 40.0%,
35.3%, 33.7%, 39.7% and 43.1% of resource utilization efficiency when the num-
ber of cloudlets is 50, 100, 150, 200, 250 and 300, respectively. Stated thus,
our proposed BCM method has much better resource utilization efficiency than
benchmark case.

Transmission Delay Time. VM migrations between APs result in the time
consumption, which has a negative impact on the performance. With the increase
of the number of APs which VMs need to be migrated through, the time con-
sumption will have a sharp growth. From Fig. 6, simulation results show that
the average migration time consumption fluctuates around 3.8 s in the simula-
tion environment.
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Fig. 5. Comparison of resource utilization efficiency with Benchmark and BCM.

5 Related Work

Recently, the growing market requirements of wireless broadband promotes the
development of WMAN. Many advantages, such as fast speed and economical
cost, make it popular among users. Nowadays, more and more complex appli-
cations are used in mobile devices, such as virtual reality, augmented reality,
and interactive games. Due to the limitations of mobile device including battery,
computing power, and CPU resources, users in urban cities intend to accom-
plish these tasks in cloud environment increasingly. However, the tremendous
transmission delay is one significant limitation of migrating tasks to the remote
clouds which is far away from mobile users [2,15]. In order to reduce the delay,
cloudlets as a new technology, are deployed in WMAN [5]. Users can migrate
computing-intensive tasks to the local cloudlets to achieve better user experience.

With the large-scale use of cloudlets, when the cloudlets are in the state of
low load, the problems of energy consumption are often ignored. In other words,
a cloudlet will waste a large quantities of energy if there are only few tasks
executing on it. Therefore, it is necessary for us to find a optimal migration
scheduling strategy.

To reduce the expected response time of migrating tasks to cloudlets, Li
et al. [16] put forward a series of cloudlet server deployment issues in WMAN
and proposed two novel cloudlet server deployment strategies, which achieve the
goal of saving time by reducing the expected response time of the system. Liu
et al. [17] proposed a cloudlet selection model based on mixed integer linear
programming (MILP) and a resource allocation model based on MILP, in order
to enable better performance in terms of access latency and resource utilization.
Mudassar Ali et al. [18] proposed a delay minimization optimization problem
under maximum workload and delay constraints. They formulated an optimiza-
tion problem for joint cloudlet selection and latency minimization in fog network,
and solved it with a distributed and self-organizing solution.
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Fig. 6. Time consumption with BCM.

From the above analysis, it can be concluded that few investigations and
studies have considered the joint optimization for both energy consumption and
time consumption in cloudlet-based WMAN.

6 Conclusion and Future Work

In this paper, we formulated a problem for reducing energy consumption and
time consumption in wireless metropolitan area network. In order to solve the
challenge, a balanced cloudlet management method named BCM is proposed. In
our method, the SAW and MCDM techniques are applied to optimize scheduling
strategy. Finally, we carry out experiments to verify our proposed method.

For future work, we plan to apply our proposed method to real-world cloudlet-
based WMAN and carry further investigation.
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