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Abstract. To support increasingly distributed scientific and big-data
applications, powerful data transfer infrastructures are being built with
dedicated networks and software frameworks customized to distributed
file systems and data transfer nodes. The data transfer performance of
such infrastructures critically depends on the combined choices of file,
disk, and host systems as well as network protocols and file transfer soft-
ware, all of which may vary across sites. The randomness of throughput
measurements makes it challenging to assess the impact of these choices
on the performance of infrastructure or its parts. We propose regression-
based throughput profiles by aggregating measurements from sites of
the infrastructure, with RTT as the independent variable. The peak val-
ues and convex-concave shape of a profile together determine the overall
throughput performance of memory and file transfers, and its variations
show the performance differences among the sites. We then present pro-
jection and difference operators, and coefficients of throughput profiles
to characterize the performance of infrastructure and its parts, includ-
ing sites and file transfer tools. In particular, the utilization-concavity
coefficient provides a value in the range [0, 1] that reflects overall trans-
fer effectiveness. We present results of measurements collected using (i)
testbed experiments over dedicated 0–366 ms 10 Gbps connections with
combinations of TCP versions, file systems, host systems and transfer
tools, and (ii) Globus GridFTP transfers over production infrastructure
with varying site configurations.
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1 Introduction

Data transport infrastructures consisting of dedicated network connections,
file systems, data transfer nodes, and custom software frameworks are being
deployed in scientific and commercial environments. These infrastructures are
critical to many High Performance Computing (HPC) scientific workflows, which
increasingly demand higher data volumes and sophistication (e.g., streaming,
computational monitoring and steering) [21]. The data transfer performance of
such infrastructures critically depends on the configuration choices of:

(i) data transfer host systems, which can vary significantly in terms of number
of cores, Network Interface Card (NIC) capability, and connectivity;

(ii) file and disk systems, such as Lustre [22], GPFS [9], and XFS [37] installed
on Solid State Disk (SSD) or hard disk arrays;

(iii) network protocols, for example, CUBIC [32], H-TCP [34], and BBR [7]
versions of Transmission Control Protocol (TCP); and

(iv) file transfer software such as Globus [4] and GridFTP [3], XDD [33,36],
UDT [10], MDTM [25], and Aspera [6], and LNet extensions of Lustre [28].

Our main focus is on workloads with sufficient data volumes to require a close-
to-full utilization of the underlying file, IO and network capacities.

Big data and scientific applications are becoming increasingly distributed,
and often require coordinated computations at geographically distributed sites
that require access to memory data and files over Wide-Area Networks
(WANs) [16,21]. Memory transfers are supported by TCP, with performance
depending on its version and parameters such as buffer size and number of
parallel streams. For example, Data Transfer Nodes (DTNs) used in the U. S.
Department of Energy (DOE) infrastructure typically employ H-TCP and buffer
sizes recommended for 200 ms Round Trip Time (RTT), and use Globus [4] to
drive multiple streams for a single transfer. Typically, file systems are installed
at local sites, and wide-area file transfers are carried out by using transfer frame-
works [8], mounting file systems over WAN [13,26], and extending IB Lustre to
WAN using LNet routers [28]. In this paper, we specifically consider file trans-
fers over shared and dedicated connections, such as those provisioned by ESnet’s
OSCARS [27] and Google’s Software Defined Network (SDN) [15], and use TCP
for underlying data transport. In our infrastructures, site DTNs and file system
vary significantly but H-TCP and Globus are dominant options.

The transport performance of an infrastructure S is characterized by its
throughput profile Θ̂S

A(τ) over connections of RTT τ , where the modality A = T
corresponds to memory-to-memory transfers using TCP and A = E to disk-to-
disk file transfers. Such a profile is generated by aggregating throughput mea-
surements over site connections, and is extrapolated and interpolated to other
values of τ using regression or machine learning methods. It captures the com-
bined effects of various sites, components and their configurations; in particu-
lar, for file transfers, it reflects the composition effects of file systems, network
connections and their couplings through buffer management, which vary signif-
icantly across the sites of production infrastructures studied here.



22 N. S. V. Rao et al.

(a) XDD transfers: XFS
mounted over SSD

(b) LNet-routed Lustre (c) Production Globus
transfers with throughput
over 100 Mbps

Fig. 1. Measurements used for throughput profiles Θ̂E of file transfers. The concave
profile in near-optimal case of XDD transfers in (a) and the convex profile in (b)
due to LNet router limits are both discernable. For Globus transfers over production
infrastructure, the site differences lead to larger variations with respect to RTT.

Consider three scenarios: (a) XDD transfers between identical testbed sites
with XFS file systems mounted on SSD storage, (b) file copies between identical
sites with Lustre file systems extended with LNet routers, and (c) Globus trans-
fers between various pairs of DOE production sites, each with its own WAN con-
nectivity, local network architectures, network interfaces, file system (e.g., Lus-
tre or GPFS), and storage system. In the first two cases, communications occur
over dedicated 10GigE connections, for τ ∈ [0, 366] ms; in the third case, they
are over the production ESnet infrastructure with τ ∈ [0, 105] ms. Figures 1a–c
show profiles for these three scenarios. We observe that the two profiles over
dedicated connections, (a) and (b), are quite different in their peak throughputs
(10 and 4.5 Gbps) and their concave and convex shapes, respectively. While peak
throughput is a direct indicator of performance, the concave-convex geometry is
a more subtle indicator [18,29]: a concave (convex) profile indicates intermediate-
RTT throughput higher (lower) than linear interpolations. The third profile, (c),
in contrast, is highly non-smooth, where each point represents measurements
between a pair of DOE sites. From an infrastructure throughput perspective, a
smooth and concave profile similar to Fig. 1a is desired, which is achieved by
(i) enhancing and optimizing sites so that their profiles closely match, thereby
making the infrastructure profile smooth, and (ii) selecting TCP version and
transport method parameters to make the profile as concave as possible.

We present operators and coefficients of profiles for a part or version S ′ of
infrastructure S to assess its component combinations:

– Profile Calculus: The projection and difference operators provide profiles ΘS′
A

corresponding to individual sites and their collections, and to the separate
contributions of TCP and file transfer tools.
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– Performance Coefficients: Coefficients of a profile ΘS′
A capture the overall

utilization and the extent of concavity-convexity, and the combined overall
effects of those two elements.

Fig. 2. Summary of CUC for eight file transfer configurations. In each case, the lower
(blue) region is measured disk-to-disk performance; the middle (green) region is addi-
tional throughput achieved by TCP memory transfers (when measurements are avail-
able); and the upper (yellow) region is network capacity not used by transfers. (Color
figure online)

We propose the utilization-concavity coefficient CUC ∈ [0, 1], a scalar metric
that captures both the peak throughput and the concave region of Θ̂S′

A (τ), and
thus enables an objective comparison of different versions S ′ of S. By combin-
ing the profiles and coefficients of throughput measurements from testbeds and
production deployments, we analyze the performance of data transfer infrastruc-
tures in terms of current and newer components. A summary of our analytics
is illustrated in Fig. 2 with CUC for eight different file transfer configurations,
wherein the performance decreases from left to right. The two left-most bars
are for Globus transfers over the ESnet testbed DTNs for 0–150 ms connec-
tions, and XDD transfers over dedicated, emulated 0–366 ms connections (data
from Fig. 1a). They represent near-optimal configurations. The right-most bar
represents the worst case corresponding to Lustre LNet transfers over emulated
infrastructure (data from Fig. 1b). The performance of Globus transfers over
production infrastructure lies in between but below 0.5, indicating potential for
site improvements reflected by CUC ’s of individual sites in Sect. 4.2. In general
our analytics lead to the selection and performance optimizations of various sites
and parts of the infrastructure. These measurements have been collected over
a five-year period to cover various testbed configurations and log production
transfers; individual CUC computations typically use 10 measurements at each
RTT collected within a few hours. In this paper, we only present summaries that
highlight the significant roles of (i) individual sites and sub-infrastructures, (ii)
buffer sizes, IO limits and parallelism in TCP, GridFTP, XDD and LNet routers,
and (iii) TCP versions and file transfer methods and their parameters.
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The organization of this paper is as follows. Testbed and Globus infras-
tructure used for measurements are described in Sect. 2. In Sect. 3, we present
throughput profiles for various scenarios, and describe their operators and coeffi-
cients. Throughput measurements and analytics are presented in Sect. 4. Related
work is described in Sect. 5 and we conclude the paper in Sect. 6.

2 Testbed and Production Infrastructures

The analyses performed in this paper use a mix of log data for transfers per-
formed by the production Globus service and measurements performed in various
testbed environments.

For the Globus log data, we focus on transfers among the six sites shown
in Fig. 3, each of which has one or more Globus-enabled DTNs, a high-speed
ESnet connection, and various other systems deployed, for example, Lustre and
GPFS file systems at OLCF and ALCF, respectively. This dataset thus comprises
performance data for many transfers with different properties (e.g., number and
size of files) and end system types, performed at different times.

To enable more controlled studies in a similar environment, we also perform
experiments on an emulation testbed at ORNL comprising 32-core (feyn1–
feyn4, tait1, tait2) and 48-core (bohr05, bohr06) Linux workstations, QDR IB
switches, and 10 Gbps hardware connection emulators. We conduct experiments
in which hosts with identical configurations are connected in pairs while RTT
is varied from 0 to 366 ms. We include the 366 ms RTT case to represent a con-
nection spanning the globe, as a limiting case. We perform memory-to-memory
TCP throughput measurements with iperf [14] and measure the performance
of other transfer tools by running them on the end system computers. Typi-
cally, we use 1–10 parallel streams for each configuration, set TCP buffer sizes
to the largest value allowed by the host kernel to avoid TCP-level performance
bottlenecks (resulting in the allocation of 2 GB socket buffers for iperf), and
repeat throughput measurements 10 times. The emulation testbed also includes
a distributed Lustre file system supported by eight OSTs connected over an IB
QDR switch. Host systems (bohr*, tait*) are connected to the IB switch via
Host Channel Adapter (HCA) and to Ethernet via 10 Gbps Ethernet NICs. In
addition, our SSD drives are connected over PCI buses on bohr05 and bohr06,
which mount local XFS file systems. We also consider configurations in which
Lustre is mounted over long-haul connections using LNet routers on tait1 and
bohr06; in that case, we use IOzone [1] for throughput measurements for both
site and remote file systems.

We also study a petascale DTN network comprising the Globus end-
points and associated DTNs at ALCF, the National Center for Supercomputing
Applications (NCSA), NERSC, and OLCF. As shown in Table 1, these endpoints
differ in their configurations, but each operates multiple DTNs (compute sys-
tems dedicated for data transfers in distributed science environments [20]) to
enable high-speed data transfers and all are connected at 100 Gbps. We con-
duct experiments on the petascale DTN network transferring a portion of a real
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Fig. 3. File transfer infrastructure, showing the six Globus sites and their connections,
in blue, plus other connections (in red) considered in emulation studies. The sites
are the Argonne Leadership Computing Facility (ALCF) at Argonne National Labora-
tory (ANL), Brookhaven National Laboratory (BNL), National Energy Research Scien-
tific Computing Center (NERSC) at Lawrence Berkeley National Laboratory (LBNL),
Pacific Northwest National Laboratory (PNNL), Oak Ridge Leadership Computing
Facility (OLCF) at Oak Ridge National Laboratory (ORNL), and Large Hadron Col-
lider (LHC) at CERN in Europe.

science data generated by cosmology simulations [11]. The dataset consists of
19,260 files totaling 4.4 TB, with file sizes ranging from 1 byte to 11 GB.

Finally, we conduct experiments between the ESnet testbed data trans-
fer nodes [2] attached to the production production ESnet network. These
DTNs are deployed at NERSC, Chicago, New York and CERN, and are primar-
ily intended for performance testing. Together, these testbed and production
infrastructures provide flexible configurations under which various combinations
of file systems, TCP versions, XDD, and GridFTP, and their parameters can be
assessed. The many combinations resulted in the collection of several Terabytes
of measurements data, which we analyze in this paper.

Table 1. Network configurations at the four petascale DTN network sites. All have
100 Gbps WAN connectivity

Institution ALCF NCSA NERSC OLCF

No. of DTNs 12 23 9 8

Filesystem GPFS Lustre GPFS Lustre
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Fig. 4. Physical and emulated connections between hosts

3 Profiles and Coefficients

We consider an infrastructure S = {S1, S2, . . . , SN}, where each site Si comprises
file system Fi and transfer host Hi, and is connected to other sites Sj , j �= i.
For example, N = 7 for the emulation scenario with sites, ANL, BNL, NERSC,
PNL, ORNL, CERN and round-the-earth site, in Fig. 3. Let Sτi denote the set
of RTTs of connections used by site Si to support transfers, and Sτ is set of
all connections of all sites of S. The throughput profile Θ̂S

A(τ) is generated by
using measurements at selected RTT τi,j ∈ Sτ between sites Si and Sj and
“extended” to other τ , for example, using measurements to additional client
sites and computational methods such as piece-wise linear extrapolation. This
concept generalizes the throughput profiles to infrastructures with multiple sites
from its previous use for single client-server connections [31].

3.1 Variety of Throughput Profiles

The throughput profile Θ̂S
A(τ) is a complex composition of profiles of host and

file systems, TCP over network connections, and file transfer software, which
may vary across the sites due to their choices and configurations.

Host and File IO Profiles. IO profiles of distributed Lustre and GPFS file
systems at OLCF and ALCF with peak write rates of 12 and 60 Gbps, are shown
in Figs. 5a and b, respectively. Such variations in peak rates will be reflected in
file transfer throughput over connections with these file systems as end points,
typically through complex relationships based on the underlying rate limiting
factors. When limited by disk or HCA speeds, they represent peak file transfer
throughput which is not improved by parallel streams; in particular, they expose
throughput limits for large transfers that exceed the host buffers, since in some
cases smaller transfers are handled between buffers at a higher throughput. On
the other hand, they represent per-process limits in the case of distributed file
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systems such as Lustre. File transfer throughput then can be improved signifi-
cantly by multiple stripes and parallel streams, for example by using higher CC
(number of files transferred concurrently) and P (number of TCP streams per
file) parameters [20], respectively, for GridFTP.

(a) OLCF Lustre (b) ALCF GPFS

Fig. 5. Throughput profiles of four file systems used in our experiments

TCP Profiles. We show throughput profiles for CUBIC, H-TCP, and BBR
in Fig. 6 for largest allowed buffer sizes on the hosts that are connected by
SONET connections. In all cases, more streams lead to higher throughput, and
H-TCP, which is currently deployed in DTNs, performs better than CUBIC
(Linux default). Recently developed BBR outperforms others with less than 5%
decrease in parallel throughput for 366 ms connections, compared to more than
10% decrease of H-TCP.
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Fig. 6. Throughput profiles for four TCP versions between feyn3 and feyn4 over
SONET
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File Transfer Profiles. File transfer profiles vary significantly based on the
file systems at source and destination and the transfer tool used to move data
between sites. Transfer performance using XDD matches TCP throughput with
the XFS file system on SSD, as shown in Fig. 7a, whereas GridFTP transfers
between Lustre and XFS achieve much lower throughput, as shown in Fig. 7b, in
part due to Lustre limits. Figures 1c and 7c illustrate profiles for Globus transfers
on the DOE infrastructure and Petascale DTN testbed, respectively. The latter
uses DTNs with optimized configurations, whereas the former features more
diverse DTNs. Overall, we see in Figs. 7a–c that as we move from controlled and
dedicated testbeds to heterogeneous, shared production systems, profiles become
more complex.

(a) XDD on XFS with SSD(b) GridFTP: Lustre – XFS(c) Petascale DTN testbed
transfers

Fig. 7. Throughput profiles of file transfers.

The infrastructure profiles show significant variations and complex dependen-
cies on the component systems, which motivates the need for simple measures
that capture the overall performance, even if further analysis requires deeper
investigations. Despite the variability, these profiles also satisfy important sta-
bility properties with respect to RTT in emulations in that profiles of its smaller
subsets provide reasonable approximations; as illustrated in Fig. 8, a profile with
five RTTs is within 2% of that with 11 RTTs. Consequently, we choose smaller
representative sets of RTTs out of 28 possible values in the analysis of emulation
scenarios, which significantly reduces the measurement collection time.

3.2 Profile Calculus

Consider an infrastructure S ′ whose sites have the same configurations as those
of S, for example, its sub-infrastructure. The projection operator R, generates
throughput values for S ′

τ , given those for Sτ such that R
(
Θ̂S ,S ′

)
= Θ̂S′

. This

operator can be used to infer a profile for an individual site in S, Θ̂Si = Θ̂{Si},
and also for a future site SC of S as Θ̂{SC} based on the RTTs of the new site’s
connections.
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Fig. 8. Profiles constructed from measurements performed on the bohr5–10GigE–bohr6
emulation testbed at 11 RTT values (blue lines, with error bars) vs. profiles constructed
from measurements at just five RTT values (red lines). (Color figure online)

We define the difference operator for two profiles Θ̂1 and Θ̂2 as(
Θ̂1 � Θ̂2

)
(τ) = Θ̂1(τ) − Θ̂2(τ). By using different profiles, this operator can

be used to provide, for example, an incremental profile of a file transfer tool, F ,
as ΘF = ΘE|T = Θ̂T � Θ̂E . When used with Θ̂T for different TCP versions, it
characterizes the effectiveness of file transfer tool F under a given TCP version.
In ideal cases, ΘE|T is close to the zero function as in the case of XDD transfers
using XFS on SSD as shown in Fig. 7a.

3.3 Utilization and Convex-Concave Coefficients

Let L represent the connection capacity, and τL and τH denote the smallest and
largest RTTs, respectively, of the infrastructure. Then, we define the under uti-
lization coefficient of Θ̂ as CU (Θ̂) =

∫ τR
τL

(
L − Θ̂(τ)

)
dτ. By applying to memory

and file transfer throughput, we have CU (Θ̂T ) and CU (Θ̂E) that represent the
unused connection capacity by TCP and the file transfer method, respectively,
as shown in Fig. 2 for emulation testbed configurations. Then, the file trans-
fer method CU (Θ̂T � Θ̂E) captures its effectiveness by using TCP profile as a
baseline.

The convex and concave properties of Θ̂ are specified by the area above and
below the linear interpolation of Θ̂(τL) and Θ̂(τR), respectively. This area is
positive for a concave profile and negative for a convex profile. We define this
area as the convex-concave coefficient of Θ̂, as illustrated in Fig. 9a, and it is
given by

CCC

(
Θ̂

)
=

∫ τR

τL

(
Θ̂(τ) −

[
Θ̂(τL) +

Θ̂(τR) − Θ̂(τL)
τR − τL

τ

])
dτ

= (τR − τL)
[ ¯̂
Θ − Θ̂M

]
.
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(a) Convex-concave CCC of Θ̂E (b) Utilization coefficient CU of ΘE

(c) Network ΘT and end-to-end ΘE(d) Transfer ΘF (τ) = ΘE(τ)/ΘT (τ)

Fig. 9. Throughput profiles and coefficients

Let Θ̃ : [0, 1] �→ [0, 1] denote a normalized version of Θ̂ such that throughput
values are scaled by L, and the operand τ is translated and scaled from interval
[τL, τR] to [0, 1]. We now combine both utilization and convex-concave properties
and define the utilization-concavity coefficient as

CUC

(
Θ̂

)
=

1
2

([
1 − CU

(
Θ̃

)]
+

[
1
2

+ CCC

(
Θ̃

)])
.

It takes a much simpler form CUC

(
Θ̂

)
= ¯̃Θ − Θ̃M/2 + 1/4 such that ¯̃Θ is the

average and Θ̃M/2 is throughput at midpoint, which are closely related. The
variations with respect to RTT in profiles, as observed in production Globus
transfers infrastructures in Fig. 1c, lead to lower ¯̃Θ and hence lower CUC . These
variations are due to differences in site systems which lead to lower CUC compared
to smoother emulation profiles of infrastructures with identical host systems in
Fig. 7a, namely, all with XFS on SSD. However, smoother profiles can also be
achieved for transfers between distributed Lustre and XFS on single SSD device
as shown in Fig. 7b for CC = 10 for GridFTP.

3.4 File Transfer Method Profiles

Let us assume that we have performed performance measurements for both
memory-to-memory and disk-to-disk transfers over some infrastructure, and nor-
malized the results to [0, 1]. We may see something like the network profile Θ̃T (τ)
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and file transfer profile Θ̃E(τ) shown in Fig. 9c. The gap between the two profiles
illustrates the effects of the file system, storage system, and file transfer method.
Since Θ̃E(τ) encompasses TCP profile ΘT (τ) and host file IO limits, its lower
values may be due to file IO throughput limits and not necessarily due to how
well the transfer method, for example, manages IO-network transfer buffers. In
particular, lower values of Θ̃E(τ) could be due to lower file IO throughput of the
file system Θ̂Fi

and/or host system Θ̂Hi
at site Si. We can assess the performance

of the file transfer method F itself by suitably normalizing with respect to the
site profiles. If site throughputs are higher, we define the throughput profile of
the file transfer part as Θ̃F (τ) = Θ̃E(τ)/Θ̃T (τ), for τ ∈ [0, 1], as illustrated in
Fig. 9d. We consider that TCP profile is a non-increasing function of τ . When
file or host system at a site limits TCP throughput most among the sites such
that min{Θ̂Hi

, Θ̂Fi
} < Θ̂T (0), we define

Θ̃F (τ) =
Θ̃E(τ)L

Θ̃T (τ)min{Θ̂Hi
, Θ̂Fi

} , (2.2)

for τ ∈ [0, 1]. Then, the utilization-concavity coefficient of the file transfer part
is given by CUC

(
Θ̂F

)
.

4 Throughput Profiles and Analytics

Production deployments of data transfer infrastructure spanning multiple sites
could be quite heterogeneous; for example, DOE infrastructure employs differ-
ent file systems (Lustre and GPFS), protocols (H-TCP on DTNs and CUBIC
on cluster nodes), network connections (10GigE nd 40GigE) and file transfer
software (GridFTP, bbcp and others). The projection and difference operations
enable us to extract the profiles and coefficients of parts of the infrastructure its
profile estimated from measurements. However, they are limited to the existing
components, and assessment of other, in particular, newer components is not
practical since the sites are independently operated and maintained. Our app-
roach combines emulations, testbeds, and production infrastructures to support
these tasks. We use four types of resources to generate datasets that drive the
analytics, as described in Sect. 2.

The emulation testbed enables broad and flexible configurations but only
a limited reflection of production aspects. In contrast, Globus measurements
provide a true reflection of production transfers, but offer limited scope for test-
ing potentially disruptive technologies such as LNet-routed Lustre system. The
ESnet DTNs offers more flexible configurations but its connections are limited by
its much smaller footprint, and it does not support cluster nodes and Lustre file
system. The Petascale experiments are constrained by the site systems and foot-
print of current infrastructure but offers several optimizations to select DTNs.
By combining results from all four systems, we gain new insights into current
and future data infrastructures, as discussed subsequently in this section.
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4.1 Testbed Measurements

The dedicated ORNL testbed and its support for Lustre and for XFS on SSD
enables us to test specialized scenarios such as BBR-enabled infrastructure,
LNet-based wide-area extensions of Lustre, and data transfers between DTN-
class hosts and cluster nodes.

Site Profiles. The CUC values for TCP and GridFTP file transfer throughput
for the bohr5–10GigE–bohr6 configuration with H-TCP and 10 parallel streams
are shown in Figs. 10a and b respectively. In addition to infrastructure profiles
(labeled “all”), we also extract site-specific transfer throughput performance
(i.e., transfers to/from a particular site) for ANL, ORNL, and LBNL, and show
their individual CUC values in these figures. We now focus on GridFTP software
component at each site. The normalized filesystem throughput profile, namely,
the ratio of the end-to-end file transfer and iperf throughput in Eq. (2.2), char-
acterizes the performance of GridFTP specific to sites, and their CUC(Θ̂F ) plots
are shown in Fig. 10c. We see that these individual site CUC curves closely match
the infrastructure curve in all three cases, which is an artifact of the site systems
being similar in the testbed.
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Fig. 10. CUC plots for bohr5–10GigE–bohr6 configuration with H-TCP and 10 parallel
streams: Overall and site profiles

File Transfers. We consider transfers similar to those plotted in Fig. 7a but
with Lustre filesystem, where two stripes are used for default and direct IO
options. Figure 11 plots the CUC(Θ̂E) values for both options with 1, 4, and 8
flows. It is interesting to note that while for direct IO Lustre, the transfer perfor-
mance improves with higher flow counts, as evidenced by the higher CUC(Θ̂E)
curves, the default IO Lustre option does not share the same characteristics:
using 4 flows yields the best performance, which has also been observed in [30].
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Fig. 11. CUC(Θ̂E) for XDD transfers with two stripes and direct IO Lustre
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Fig. 12. CUC values for measure-
ments of Lustre file copies

Finally, we plot CUC of profiles for TCP,
end-to-end transfer, and file transfer mech-
anism for eight-stripe LNet Lustre config-
uration in Fig. 12. The underlying LNet
file transfer mechanism is significantly dif-
ferent from GridFTP and XDD software,
and its throughput is limited by LNet peer
credits which in turn results in lower and
more convex profile compared to the above
XDD cases. Indeed, the CUC(Θ̂E) values are
lower and drop to below 0.4 even at lower
RTTs, reflecting the inferior LNet perfor-
mance. Here, CUC(Θ̂F ) for LNet component
is obtained using the difference operator,
which shows the use of calculus to estimate
its effect on infrastructure throughput, as dis-
cussed in Sect. 3.4.

ESNetDTNs. For ESnet testbed, we consider Globus file transfers among DTNs
located at four sites. We vary both the concurrency CC and parallelism P values
within {1, 2, 4, 8, 16} with a total of 25 possible CC and P combinations for each of
the 16 connections. Figure 13a shows throughput profiles for four selected configu-
rations with smallest and largest CC and P values. The configuration with CC = 1
exhibits much reduced throughput compared to that with CC = 16, whereas in
the former case, using P = 16 leads to significantly higher throughput compared
to using P = 1, especially for higher RTTs. The CUC(Θ̂E) plots in Fig. 13b also
show a superior performance with higher CC values, as evidenced by the nearly
level CUC values with increasing RTT, in stark contrast to the precipitous drop in
CUC when CC = P = 1.
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Fig. 13. ESnet testbed DTNs: Globus file transfer throughput and corresponding
CUC(Θ̂E) profiles for different concurrency (CC) and parallelism (P ) values.

4.2 Globus Measurements

We processed Globus logs from the four Petascale DTN sites to obtain through-
put profiles, and computed CUC values in Fig. 14(c) with 100 Gbps network
capacity. The profiles of individual sites are shown in Fig. 14a, whose profiles
differ both in peak throughput and rate of decrease; they all have convex pro-
files with CUC values below 0.5. The infrastructure profile shown in Fig. 7c inter-
estingly has a higher CUC value compared to the sites. The convexity of these
profiles indicates that network flows have not reach their full rates and indeed
the throughput is limited by site IO or file systems). Among the four sites, ANL
and ORNL have file systems with the highest measured throughput (Fig. 5), and
the profile of ANL-ORNL sub-infrastructure is shown in Fig. 14b; although still
convex, its profile is smoother and its CUC is higher than that of both sites.

The second set of Global logs are collected over ESnet production infras-
tructure for a wide variety of transfers that included DTNs and other servers
from five sites ANL, BNL, NERSC, PNNL, and ORNL. Our interest is mainly
in high transfer rates, and we computed profiles using transfers with rates of
at least 100 Mbps as shown in Fig. 15. Unlike the previous case, not all servers
have been configured for high throughput, which resulted in a wide range of
site profiles shown in Fig. 15a. To account for them in computing CUC , we use
a lower connection capacity of 10 Gbps. This profile of the infrastructure with
five sites is much more complex than its counterpart in testbed measurements,
reflecting the more varied nature of site configurations; however, the overall pro-
file decreases with RTT and is convex as indicated by CUC = 0.343. Among the
sites, ANL and ORNL achieve higher throughput and contain concave regions
as reflected by their CUC values above 0.5. However, the profile of ANL-ORNL
sub-infrastructure has additional concave regions as shown in Fig. 15b, and their
combined profile has CUC = 0.459, which is lower than that of either site. Thus,
the effect of site profiles on infrastructure profiles is the opposite of the previ-
ous case. The overall convexity of profiles indicates potential improvements in
throughput by overcoming IO and file throughput limits and also improving the
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(a) site profiles (b) ANL-ORNL profile

4 sites ANL-ORNL ANL NCSA NERSC ORNL
0.480 0.442 0.440 0.346 0.422 0.424

(c) CUC

Fig. 14. Using Globus transfer log data to characterize 100 Gbps-connected Petascale
DTNs at ANL, NCSA, NERSC, and ORNL. (a) Profiles for each site, based on average
performance to each other site. (b) An aggregate profile based on just measurements
from ANL and ORNL to each other site (including each other). (c) CUC values for the
aggregate of all sites, just the transfers in (b), and each site in (a).

(a) Site profiles: ≥ 100 Mbps (b) ANL-ORNL profile

5 sites ANL-ORNL ANL BNL NERSC PNNL ORNL
0.343 0.459 0.653 0.436 0.414 0.358 0.551

(c) CUC

Fig. 15. Using log data for Globus transfers of ≥100 Mbps to characterize 10 Gbps-
connected servers at ANL, BNL, NERSC, PNNL and ORNL. See Fig. 14 for a descrip-
tion of each subfigure.
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network throughput to achieve concave regions. It is possible to achieve broader
concave network profiles with large buffers and more parallel streams but the
IO and file throughput limits must also be mitigated to ensure higher and more
concave infrastructure profiles for file transfers.

Relating these results with corresponding testbed emulations we make the
following inferences about the production infrastructure:

(i) Site Systems: Smooth infrastructure profile indicates well-aligned sites, and
the variations in profile indicate critical differences among the sites, which
in turn lead to lower CUC . By enhancing all sites to match the top ones,
smoother profiles and hence higher CUC will be achieved; for example, in
ANL-ORNL sub-infrastructure for Petascale scenarios between GPFS and
Lustre file systems as shown in Fig. 14b. Such enhancements are needed
for these Globus transfers, and emulations indicate that they are indeed
feasible.

(ii) Network Transfer Aspects: The convex regions of profiles indicate buffer
or IO limits which in turn prevent from full TCP flows that have concave
profiles. In addition, file transfer methods that translate between IO and
network flows lead to rate or buffer limits that in turn result in convex
profiles, which can be overcome by matching parallel IO and TCP flows as
illustrated in Fig. 7a with 8 flows. Again, our testbed emulations indicate
that these improvements are feasible, for example by using BBR TCP and
suitable CC and P values for GridFTP.

(iii) Measurements: The profiles and corresponding CUC values are generated
from Globus logs of transfers which are collected non-intrusively. They pro-
vide the above valuable information about sites and network transfers with-
out needing extensive site instrumentation.

The inferences based on available Globus logs do not necessarily lead to the best
possible performance improvements, which might indeed require measurements
of transfers specifically designed to exercise the specific site configurations.

5 Related Work

Parallel TCP flows are commonly used to transfer large data over wide-area
networks. Hacker et al. [12] examine the effects of using parallel TCP flows to
improve end-to-end network performance for distributed data-intensive applica-
tions. However, their experiments do not involve storage systems and thus only
partially capture the factors determining end-to-end file transfer performance.
To transfer ATLAS experiment data over a high RTT (∼290 ms) wide area net-
work, Matsunaga et al. [24] test various combinations of GridFTP parameters,
such as the number of parallel streams and TCP window size. They conclude
that careful parameter optimization is needed for bulk data transfer, especially
over high-RTT networks because default configurations are usually optimized
for short RTTs and large RTTs lead to quite different behavior. Kosar et al.
have also investigated the impact of such parameters and developed automated
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parameter selection methods [5,38,39]. In a different take on the modeling prob-
lem, Liu et al. [21] introduce methods for evaluating potential design points of
a distributed multi-site infrastructure. Their use case demonstrates the benefits
of building such an infrastructure, as well as the requirements of profiling it for
better estimation of end-to-end data movement performance.

A complete understanding of a distributed infrastructure requires explana-
tions for each individual subsystem and their interactions. Liu et al. [19] extract
features for endpoint CPU load, NIC load and transfer characteristics, and use
these features in linear and nonlinear transfer performance models. Some studies
have focused on profiling of subsystems [18,29,30] including network, IO, and
host systems. In particular, both Rao et al. [29] and Liu et al. [18] have inves-
tigated conditions under which the overall memory transfer throughput profile
exhibits the desirable concave characteristic, whereas in Rao et al. [30] extensive
XDD file transfer throughput performance is discussed. This paper extends the
above concavity-convexity analysis to infrastructure data transfers for the first
time, whose variations across sites lead to non-smooth profiles. These findings are
important: although over the decades, several detailed analytical models have
been developed and experimental measurements have been collected for vari-
ous network transport protocols, e.g., several TCP variants, these conventional
models [23,35] provide entirely convex throughput profiles. Thus, they underes-
timate the throughput, and furthermore do not accurately reflect the superior
TCP performance over linear interpolations, at least for smaller RTTs. Liu and
Rao [17] apply similar metrics to describe memory data transfer performance for
client-server connections using a suite of transport protocols but not to much
more complex infrastructure-level file transfers.

For data transfer infrastructures, we know of no reliable analytical methods
in the literature for characterizing the data transfer performance for bottleneck
detection and accurate performance prediction. Largely motivated by recent pro-
liferation of high-performance distributed computing and networking in scien-
tific and commercial applications, this is our first attempt at filling the void
in characterizing data transfer performance by using a single metric applicable
to disparate infrastructures to compare them, and to the sites and file transfer
mechanisms to pinpoint parts to be improved.

6 Conclusions

We have presented analytics of throughput measurements of wide-area data
transfer infrastructures that support science and big data distributed compu-
tations. These measurements include both testbed and production infrastruc-
tures with the GridFTP and XDD file transfer tools, and the Lustre file system
extended with LNet routers. The throughput measurements were quite varied
due to the complexities of host, file, IO, and disk systems, and their inter-
actions, which makes performance assessment and optimization of infrastruc-
tures or their parts challenging. We presented unifying analytics based on the
convexity-concavity geometry of throughput regression profiles, and proposed
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the utilization-concavity coefficient that characterizes the overall transfer per-
formance as a scalar in [0,1] range. The profiles and their coefficients extracted
using measurements from structured testbeds and production infrastructures
provide a high-level, summary performance assessment and also indicate poten-
tial areas for further deeper investigations. Our results also provided guidelines
for performance optimizations by highlighting the significant roles of individual
site configurations, and buffer sizes and utilization, and parallelism implemented
by network protocols and file transfer methods.

Further investigations, including additional test configurations and examina-
tion of additional parameters, are needed to further improve throughput per-
formance over shared connections. In addition to throughput considered here,
other parameters and derived quantities may be studied for objective perfor-
mance comparisons of varied configurations. Of particular importance are the
quantities that indicate the levels of optimizations of a given configuration and
provide insights for further investigations. It would be of future interest to extend
the calculus of throughput profiles described here with a deeper focus on sub-
systems and broader aspects to encompass data streaming infrastructures.
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