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Abstract. Traffic classification has been well studied in the past two
decades, due to its importance for network management and security
defense. However, most of existing work in this area only focuses on pro-
tocol identification of network traffic instead of content classification. In
this paper, we present a new scheme to distinguish the content type for
network traffic. The proposed scheme is based on two simple network-
layer features that include relative packet arrival time and packet size.
We utilize a new model that combines deep neural network and hidden
Markov model to describe the network traffic behavior generated by a
given content type. For a given model, deep neural network calculates
the posterior probabilities of each hidden state based on given traffic fea-
ture sequence; while the hidden Markov model profiles the time-varying
dynamic process of the traffic features. We derive the parameter learn-
ing algorithm for the proposed model and conduct experiments by using
real-world network traffic. Our results show that the proposed approach
is able to improve the accuracy of conventional GMM-HMM from 77.66%
to 96.11%.

Keywords: Network traffic · Content classification · Hidden Markov
model · Deep neural network

1 Introduction

Internet traffic classification is the basis of effective network management. Such
as Quality of Services (QoS), network planning and provisioning and network
security. Currently, the common approach is to categorize traffic into different
types of protocols or applications mainly by three methods: port-based, payload-
based, and flow-based. However, with the development of network techniques,
the design of network application and protocol is more sophisticated. Which
allows one single protocol/application can carry various kinds of communication
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contents [6] (e.g. HTTP can supply text, game, video and audio streaming). Just
only identifying the protocol/application [1,3,8–10,15] type is not sufficient for
effectively monitoring of network flows.On the other hand, traditional port-based
and payload-based methods will meet certain limitation when the applications
use dynamic port and encrypted transmission.

The goal of this paper is to classify Internet traffic into different content
types. The core idea of the program is that the network flows generated by same
type of content have similar behavior characteristics evolving over time. Using
these characteristics can distinguish the content of network flow. Thus, we pro-
pose a new model that combines deep neural network and hidden Markov model
to describe the behavior of network traffic generated by a given content type. For
a given model, HMM profiles the time-varying dynamic process of the traffic fea-
tures for specific content type; while DNN calculates the posterior probabilities
of each hidden state based on contextual observation values. There are several
reasons for using DNN-HMM. First, HMM is a simple and effective model to
describe the time series data, which is suitable for modeling the behavior of net-
work flow. However, HMM has two limitations: (i) the independent assumption
of observation values; (ii) the ability of processing complex observation values is
not efficient enough. The prominent performance of DNN in classification prob-
lems can not only solve the context-related problems, but also deal with complex
observation values. Therefore, the advantages of DNN can be used to make up
for the inherent defects of HMM. We perform experiments on real-world traffic,
including six most common content types: audio, game, image, live video, radio,
and video of demand (VOD). Results show that our approach has a significant
improvement compared to conventional GMM-HMM.

The major contributions of this paper are summarized as follows.: (i) we
use a DNN-HMM hybrid structure, the DNN is used to replace conventional
probability distribution function (i.e. Gamma, Gauss, Poisson) of HMM state;
(ii) we use packet arrival time (instead of inter-arrival time) and packet size as
observation values, and multivariate mixed Gaussian distribution is used as the
pdf of the observable vector; (iii) we propose a more fine-grained classification
method based content type of traffic transferred.

The rest of the paper is organized as follows. In Sect. 2 we review related
work about network traffic classification. Section 3 introduces the basic idea of
DNN-HMM. Section 4 shows the experiment result of proposed model. Section 5
analyzes several key elements for the model performance improvement. Finally,
Sect. 6 draws conclusions and outlines the future work.

2 Related Work

Recently, a number of traffic classification techniques have been studied, which
can be categorized into three kinds: port-based, payload-based, and flow-based.
However, the port-based approach is rather inaccurate due to dynamic port allo-
cation, and some applications override the well-known port in order to bypassing
the firewall [7]. The payload-based [4] approach cannot deal with the encrypted
traffic and there is privacy concern with inspecting the payload.
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The flow-based method was developed to address these problems. This
method classifies traffic based on the flow statistics, e.g. flow duration, flow size
and number of packets. Such methods usually use machine learning techniques to
build profile patterns for specific traffic type, and do not affected by encryption
due to not require to access to the payload. The authors of [9,10] provided sur-
veys of techniques for traffic classification using classic ML. Although the classic
ML methods can achieve high accuracy under some conditions, it’s difficult to
extract proper features for classification and calculate so many features are time
consuming. An alternative is to use the raw packet-level information, such as
the packet size (PS) and inter-arrival time (IAT).

Wright et al. [15] are the pioneers that applied HMM for traffic classification,
For each traffic type, they built two HMMs by utilizing the PS and IAT respec-
tively. Alberto et al. [1,3] proposed an improved model on basis of the previous
work. They used a two-dimensional observation values trying to take account of
the joint characteristics of PS and IAT, where PS and IAT obey Gamma dis-
tribution. However, the authors assumed that the PS and IAT are statistically
independent, which contradicts our analysis of real-world traffic.

Recent years, deep learning [5] has been the new trend of ML, which has
achieved successful applications in the fields of image and speech recognition.
The performance of classic ML techniques heavily rely on handcraft features,
therefore some researchers make applications of deep learning for IP traffic clas-
sification by using the raw traffic data. In [14], the authors used the consecutive
payload bytes of TCP session as the input of DNN to identify protocols. Wang
et al. [13] proposed an end-to-end scheme to classify encrypted traffic based on
convolution neural network. Chen et al. [2] converted the early sequence of pack-
ets into image, and then classified the traffic according to the way of processing
image by CNN. However, the approaches mentioned above do not consider the
temporal correlation of flow features. Thus in this paper, our proposed method
tries to combine the advantages of both HMM and DNN, and classify traffic
from another point of view based on content.

3 Proposed Method

3.1 Traffic Pattern Characterization

Figure 1 displays the dynamic model of network flow. We can divide the time-
varying dynamic process of the traffic flow into two parts: one is the observable
layer, used to describe the changes of external flow shape and characteristics over
time, such as the packet size and arrival time, i.e. the observation values; the
other one is the state layer, used to describe the internal state changes of net-
work flow generation mechanism or working mode over time. The internal states
transition of network flow represents the change of flow pattern over time, and
determines the measurements index of external shape and characteristics. How-
ever, in a practical application, the internal state of the network flow is difficult
to measure directly, it can only be inferred and estimated by the measurement
indicators of the external characteristics.
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Fig. 1. The dynamic model of network flow

In general, network flows of the same type have relatively fixed change pat-
tern, thus the behavior characteristic for a specific type of network flows can be
described by external measurement indicators and internal states together, and
used as the basis for identification. More specifically, for a given content type
of network flow c,

−→
O c

t denotes measurement vector at time t, Qc
t is the corre-

sponding internal state. To simplify the complexity of quantitative modeling, we
assume that the current state Qc

t is only related to the previous state Qc
t−1, and

independent of Qc
1:t−2. In addition, the observation value

−→
O c

t is only related to
the current state Qc

t , and independent of Qc
1:t−1, Qc

t+1:T ,
−→
O c

1:t−1,
−→
O c

t+1:T . Thus,
this work proposes to use HMM to profile the interaction between external mea-
surement index and internal state of the network flow.

3.2 GMM-HMM

To built a DNN-HMM, firstly we need to train a baseline GMM-HMM. OT =
(o1,o2, ...,oT ) is a sequence of observations generated by single HMM, T is the
length of sequence. ot = (xt, yt)′ is a continuous bi-dimensional observable at
time t, qt ∈ {s1, s2, ..., sQ} is the corresponding state of ot, where Q denotes the
number of states for HMM, xt denotes the packet size (PS) at time t, yt denotes
10 log10(AT/1μs). λ = {A,B,π} denotes the set of parameters characterizing
the HMM model, the details are given as follows:

1. A = {aij} denotes the state transition probability matrix.

aij = Pr(qt+1 = sj |qt = sj), 1 � i, j � Q (1)

2. B = {bi(ot)} denotes the observation probabilities, where bi(ot) represents
the probability of observation vector ot at state si.

bi(ot) = Pr(ot|qt = si) (2)

3. π = {πi} denotes the initial state distribution.

πi = Pr(q1 = si), 1 � i � Q (3)
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We calculate the cross-correlation coefficient of packet arrival times and
packet sizes within the same session, if the AT and PS is statistically inde-
pendent, the cross-correlation coefficient will be very close to zero. Figure 2
shows that, in the traffic we analyzed, all content types exhibit significant cross-
correlation between AT and PS, which demonstrates the AT and PS are clear
related within same session. Thus we use joint distribution as pdf of observable
vector, i.e.:

Pr(ot|st = i) =
∑M

m=1

ci,m
2π|Σi,m|1/2 exp[−1

2
(ot − μi,m)TΣ−1

i,m(ot − μi,m)] (4)

ci,m is the weight of Gaussian mixture, and
∑M

1 ci,m = 1 of certain state i.
μi,m ∈ R2 is the mean vector of Gaussian, Σ−1

i,m ∈ R2×2 is the covariance matrix.
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Fig. 2. Cross-correlation coefficient between AT and PS

3.3 DNN-HMM

Once the GMM-HMM is available, we replace the GMM-HMM model’s Gaus-
sian mixtures with a DNN and compute the HMM’s state emission likelihoods
Pr(ot|qt) by converting state posteriors probability Pr(qt|ot) obtained from the
DNN. Compared to conventional GMM model, there are two advantage of DNN.
Firstly DNN overcomes the complexity of the traditional analysis process and
the difficulty of selecting the appropriate model function. Secondly, DNN can
use the information of adjacent observation, which partially alleviates the viola-
tion to the observation independence assumption made in HMMs [16]. Figure 3
illustrates the architecture of the classifier. The details of the system are shown
as follows:

1. The training procedure of DNN-HMM mainly includes three steps:
(a) For each type of traffic c ∈ {1, 2, ..., C}, we train a GMM-HMM with

parameters λc using the observation sequences of class c, where λc is easily
estimated by Baum-Welch algorithm [11].
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Fig. 3. The architecture of classifier

(b) For each observation sequence Oc
T of class c, using the corresponding model

λc to obtain the optimal state sequence Q∗
T through the Viterbi algo-

rithm [11]. The states of all HMMs are merged into one set S =
⋃

Sc,
where Sc is the state space of model c. Then mapping the states space S
of the HMMs to the output labels of DNN.

Q∗
T = arg max

q1,q2,...,qT ∈Sc

Pr(q1, q2, ..., qT |Oc
T , λc) (5)

(c) Using the pairs of observable values and corresponding states (ot, qt) to
train the DNN.Here, we use a regular Feedforward Neural Network (FNN),
the more details about DNN can be seen in [14].

2. Classify procedure: For a new traffic flow sequence O, firstly it is input into
the DNN, and DNN outputs the posterior probability Pr(qt = s|ot). Then we
compute its probability Pr(O|λc) of being generated by each of the HMMs,
since calculating Pr(O|λc) requires the likelihood Pr(ot|qt = s) instead of the
posterior probability, converted it as follow:

Pr(ot|qt = s) = Pr(qt = s|ot) Pr(ot)/Pr(s) (6)

Here, Pr(s) is the prior probability of state s in the training set. Pr(ot) is inde-
pendent of the state, thus it can be ignored. Finally, the observation sequence
O is assigned to the class that generates it with the highest probability

c∗ = arg max
1≤c≤C

Pr(O|λc) (7)

Where Pr(O|λc) is calculated by using the Forward-backward algorithm [11].



610 X. Tan and Y. Xie

4 Experiment and Results

4.1 Dataset

The traffic we considered includes six most common content types of traffic,
namely audio, game, image, live video streaming, radio, and video of demand,
shown in Table 1. The audio topology represents the online music, including sev-
eral audio formats (mp3, m4a and mp4), and the radio typology represents the
web radio broadcast, which is a real-time online audio streaming. As regards
game traffic, web game is becoming a new trend, because it does not require
download and installation, we choose one popular web cards game: Fight the
Landlord. We only study dozens of game flows, because the traffic of game is
strongly dependent of user behavior and distinctly different form other types of
traffic, so it can be easily classified. As for the image traffic, we analyzed the
image types from about 100 web pages and two most common image types JPEG
and PNG were chosen. As for video streaming, the live represents the live video
streaming, and the VOD represents the video that allows the viewer to select
content and view it at a time of his own choosing, the more detailed difference
between live streaming and VOD can be found in [12].

In this paper, we only model the traffic from server to client, because we want
to infer the type of content the user is browsing from the flow patterns. And we
do not take account into packets with empty payload, like TCP control packets
(SYN, ACK, Keep-Alive). All the sessions consisting of less than 5 packets are
omitted from our analysis.

We collected the traffic on my PC by accessing the well-known websites and
labeled it manually, the collection process lasted for multiple time periods. The
dataset is separated into two portions: a training set and a testing set.

Table 1. The details of dataset

Type of traffic Training set Testing set

Audio 148 122

Game 32 30

Image 2697 1148

Live 241 210

Radio 221 101

VOD 227 135

4.2 Parameters of the Model

Each content typology generates a HMM model. For simplicity, we set each
HMM has the same number of Q states, and each state has same number of
M gauss mixtures. We try to keep the values for Q and M as small as possible
in order to obtain lower computational complexity, and at same time provide



Hybrid DNN-HMM Based Network Traffic Classification 611

sufficient accuracy in modeling all typologies of traffic. We make comprehensive
comparison of the model performance for different values of Q and M , and then
choose values of Q = 3 and M = 2 as the model parameters.

After the GMM-HMM training finished, we can obtain the training data for
DNN. The dataset is divided into three subsets: 75% as the training set, 15%
as the validation set, and 15% as the testing set. The validation set is used for
checking the DNN parameters.

4.3 Result

We use Accuracy to evaluate the overall performance of a classifier, and use
Precision and Recall to evaluate the performance for each class of traffic.

Table 2. Classification accuracy of GMM-HMM and DNN-HMM

Model Training set Testing set

GMM-HMM 89.46% 77.66%

DNN-HMM(4×20) 98.21% 96.11%

The overall classification accuracy of different system is compared in Table 2.
The baseline GMM-HMM was trained on the training set, and achieved accuracy
of 77.66% on the testing set. A DNN with four hidden layers each of which has
20 neurons was trained on basis of the GMM-HMM model. We can see that
the accuracy of DNN-HMM is 8.75% higher than that of the GMM-HMM on
the training set. Moreover, when the hybrid model is applied to the testing set,
the classification accuracy increases from GMM-HMM’s 77.66% to DNN-HMM’s
96.11% - a 23% relative improvement, which is a very high gain.
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Fig. 4. The precision comparision of GMM-HMM and DNN-HMM
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Fig. 5. The recall comparision of GMM-HMM and DNN-HMM

Figures 4 and 5 show the precision and recall comparision of six classes of
traffic. As seen in Fig. 4, the precision of audio, image, and live in DNN-HMM is
higher than GMM-HMM, and two classes is approximately equal, the radio class
has a inferior precision of DNN-HMM. As seen in Fig. 5, the DNN-HMM can
achieve more than 90% recall for each traffic type. Three typologies of traffic
(audio, image and live) have a significant increase compared to GMM-HMM,
and radio only has a slightly increase because it already has a very high recall.
Both of the models obtain high recall for game, radio and VOD. In summary,
the DNN-HMM achieves better performance than the GMM-HMM on the task
of content classification of network traffic.

5 Discussion and Analysis

5.1 The Influence of Hidden Layers

Table 3 lists the results for multiple hidden layers (DNN-HMM) and correspond-
ing single layer (NN-HMM) with the same number of parameters on testing set.
One can notice that the classification accuracy increases with more hidden layers.
When only one layer is used, the accuracy is 93.07%. When four hidden layers
(4×20) are used, the DNN-HMM get the best accuracy of 96.11%, while the
corresponding single layer (1×63) model obtains 95.25%. However, the classifi-
cation accuracy starts to decrease when the number of hidden layers more than
five. In summary, compared to the single layer model, a deeper model has bet-
ter performance. The experimental results demonstrate that DNN with deeper
structure has more strong nonlinear modeling power.

5.2 The Size of Contextual Window

Table 4 shows the accuracy comparison for whether using the information of
adjacent packets. It can be clearly seen that regardless of whether shallow or deep
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networks are used, using information of adjacent packets significantly increases
the classification accuracy. The performance of using five consecutive packets
information is better than three packets, and three packets better than only
one packet. Moreover, a deep network improves performance more than the
single hidden layer network when using adjacent packets information, which can
achieve high accuracy of 96.11%, while the corresponding network with single
layer achieves 95.25%. Note that if only one single packets information is used,
the DNN-HMM is even worse than GMM-HMM (77.15% versus 77.66%).

Table 3. Accuracy for multiple hidden layers versus single layer

L×N DNN-HMM 1×N NN-HMM

1×20 93.07%

2×20 95.07% 1×34 94.16%

3×20 95.65% 1×50 94.67%

4×20 96.11% 1×63 95.25%

5×20 94.50% 1×77 94.33%

Table 4. Comparision for different size of window

Model type 1 3 5

NN-HMM (1×63) 76.98% 94.27% 95.25%

DNN-HMM(4×20) 77.15% 94.79% 96.11%

6 Conclusion

In this work, we propose a Deep Neural Network-Hidden Markov Model (DNN-
HMM) for accurate traffic classification based on packet-level properties (packet
arrival time and packet size). The classification scheme takes advantage of DNN’s
strong representation learning power and HMM’s dynamic modeling ability.
Moreover, we classify traffic into different content categories, including streaming
audio/video, game, and image. We place our classifier in a real-world trace envi-
ronment, the experiment results show that the proposed technique can achieve
a significant performance improvement compared to the conventional GMM-
HMM. Our results suggest that two key factors contributing most to the per-
formance improvement of DNN-HMM are: (1) using deep neural networks with
sufficient depth; (2) using the information of multiple consecutive packets. We
will expand our method by considering more content typologies of traffic and
real-time classification for the future work.
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