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Abstract. Explosive increase of terminal users and the amount of data
traffic give a great challenge for Internet service providers (ISPs). At
the same time, this big data also brings an opportunity for ISPs. How
to solve network planning problem in emergency or clogging situation,
based on big data? In this paper, we try to realize effective and flex-
ible temporary base station (BS) placement through machine learning
in a booming customers situation, with ISPs’ massive data. A machine
learning based temporary BS placement scheme is presented. A K-means
based model training algorithm is put forward, as a vital part of machine
learning based temporary BS placement scheme. K-means algorithm is
selected as a representative example of machine learning algorithm. The
performances of BS position with random starting point, BS position
iteration, average path length with different parameters, are conducted
to prove the availability of our work.
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1 Introduction

Nowadays, with the explosive increase of terminal users and the amount of data
traffic, Internet service providers (ISPs) seems not equal to this trend. In China,
until Dec 2017, the number of Internet users via cellphone is 753 million, account-
ing for 97.5% in Internet users. In 2017, the amount of data consumed by Chinese
Internet users is 21.21 billion GB [2]. As for 2017, according to ITU-T’s statistics,
the number of cellphone in the world is 7.74 billion [1]. There will be a promis-
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ing future for mobile internet usage, as global mobile data traffic is projected
to increase nearly sevenfold between 2016 and 2021. In 2016, global mobile data
traffic amounted to 84 EB [3]. With the development of Internet of things, indus-
try 4.0 and Internet of vehicles, a mass of sensors are applied in varied scenarios
[7,16]. The communications between these sensors and backup data centers may
take up a large amount of bandwidth. These make ISPs’ situation worse.

Everything has two sides. Increasing terminals and data traffic also bring
a huge opportunity for ISPs, because of the emergence of big data. Big data
encompasses unstructured, semi-structured and structured data and represents
the information assets characterized by so-called 4 V, i.e., high volume, high
variety, high velocity and low veracity [10]. Based on the numerous terminals
and varied services, ISPs could acquire generous customer and service data.
From these considerable data, some hidden knowledge or regular patterns about
users, like shopping habit, preference, trip information and etc., can be obtained
via a certain method. The common method that is used to extract knowledge
or pattern from big data is machine learning.

Machine learning is widely known as a technique of artificial intelligence [4].
Machine learning is a field of computer science that gives computer systems the
ability to learn (i.e. progressively improve performance on a specific task) with
data, without being explicitly programmed [18]. With the increase of data scale,
the complexity of machine learning algorithm becomes the important factor that
should be considered. The application of machine learning based on big data
would be more effective, compared with that based on traditional data. The
specific algorithms or methods in machine learning usually come from many
diverse existing fields, including statistics, probability theory, neural network and
etc. Machine learning can be applied in many areas such as speech recognition,
image processing and fraud detection [5].

Network planning is always a significant direction in communication area.
Simply, network planning determines where to place the base stations (BSs) and
how to connect them. Through BSs, users’ terminals including cellphone, laptop,
tablet PC and so on, can access to Internet service. BSs are normally hexago-
nal honeycomb distributed. However, in some special situations with booming
customers in a brief time, such as concert or football match, extra surge ter-
minal access and service data exceed the capability of ordinary deployed BSs.
Temporary BSs are necessary. In traditional network planning, temporary BSs
placement is on the basis of experience and estimation. With the help of machine
learning, temporary BSs placement would be more effective and flexible.

The contributions of this paper are listed as follows:

1. A machine learning based temporary BS placement scheme is presented, in
which ISPs’ operation data about users is exploited as dataset. Proposed
temporary BS placement scheme scheme is classified into two phases: training
phase and verification phase. Each component in this scheme is also explained
in detail.

2. A K-means based model training algorithm is put forward, as a vital part of
machine learning based temporary BS placement scheme. K-means algorithm
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is selected as a representative example of machine learning algorithm, because
of its low complexity.

3. Numerical simulation is conducted. Typical performances including BS posi-
tion with random starting point, BS position iteration, average path length
with different parameters, are demonstrated, to prove the availability of pro-
posed scheme.

The rest of this paper is organized as follows. Section 2 reviews related work
on machine learning. Section 3 proposes a machine learning based temporary BS
placement scheme. A K-means based model training algorithm is put forward in
Sect. 4. Section 5 represents the numerical simulation. Finally, Sect. 6 concludes
the paper.

2 Related Work

Around machine learning, a great number of works have been done.
Gregory Piatetsky-Shapiro, the co-founder of knowledge discovery and data

mining conferences, deemed that data science or data mining, big data and
machine learning were related. The relationship of them is shown in Fig.1.
Any one of data science, machine learning and clustering algorithm had overlap
regions with others. And clustering algorithm could be seen as a part of machine
learning [19].

Fig. 1. The relationship of data science, big data, machine learning and clustering
algorithm

Mohammadi et al. focused on the challenge of the big data generated by
smart cities from a machine learning perspective. In their framework, machine
learning was used to meet the cognitive services of smart city, based on the big
data that generated by smart city sensors [15].

Most machine learning algorithms are categorized into supervised, unsu-
pervised and reinforcement learning. Supervised learning deals with a labeled
dataset, to build the relationship of input, output and other parameters. Unsu-
pervised learning is provided with an un-labeled dataset, to classify data into
different groups or clusters. In reinforcement learning, the agent learns by inter-
acting with environment [5,9].

To detect mobile botnets and minimize the threat, a machine learning algo-
rithm, exactly classification algorithm based approach was presented to identify
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anomalous behaviors in statistical features extracted from system calls by da
Costa et al. [6]. The core part of their approach was a classifier. This classifier
was responsible to classify normal or mobile botnet activity.

Li et al. extensively applied supervised machine learning in spam emails
classification and evaluated different classifiers in three environments with 1000
users. Some supervised machine learning classifiers such as decision tree and
support vector machine (SVM) were acceptable in real emails classification [11].

Liu et al. adopted deep learning to investigate the latent relationship between
flow information and link usage, and then classified the used and unused links.
Through this, the scale of network optimization problems was reduced [13]. Sim-
ilarly, Rottondi et al. also introduced machine learning into the quality of trans-
mission, as a novel way to achieve pre-deployment estimation [17].

As for video service accounting for large wireless traffic, Lin et al. applied
supervised machine learning and SVM to forecast video starvation events,
like the number of users existing in cell. They demonstrated the correlation
of video starvation and recorded users’ features for streaming with diverse
characteristics [12].

Dargie et al. came up with a feasible way to locate wireless sensor network
node in a 3D environment, using supervised neural networks with four input
measurements, i.e., signal strength indicator, time of arrival, time difference of
arrival and angle [8].

3 A Machine Learning Based BS Placement Scheme

In order to place temporary BSs more effectively, avoiding the uncertainty
involved by experience and estimation, clustering algorithm is selected as a fea-
sible method. Clustering algorithm is one of the most common machine learning
applications. In clustering algorithm, the typical algorithm is K-means algo-
rithm.

The K-means algorithm is used to recognize data with no labels into different
classes. In here, no labels means that there is no output vector or non-judgmental
property, like yes or no, good or bad. Each class is called as a cluster. The data
in the same cluster have high similarity, meanwhile the data in different clus-
ters have low similarity. Due to K-means algorithm’s linear complexity, simple
implementation and the data with no labels that collected by ISPs, it is selected
by us.

We give up a machine learning based temporary BS placement scheme, as
shown in Fig. 2. There are two phases in this scheme: training phase and veri-
fication phase. In training phase, based on a portion of the data from ISPs, all
the terminals are divided into several different clusters. This division process is
called model. To verify the rationality of this model, the other portion of the
data from ISPs, is used to input the model. If the model output of verification
data accords with already obtained result, the model is rational. Otherwise, the
model is unqualified. And a feedback new model should be generated based on
new data.
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Fig. 2. A machine learning based temporary BS placement scheme

The components in our proposed scheme are interpreted as follows:

1. Raw data. The original data from ISPs’ database. Raw data is generated
by users requesting ISPs service. Under the large volume and chaotic data,
the habit and preference of users can be gained. Because of the diversity
of services and the existence of over the top (OTT) services from different
companies, there are a lot of redundant, repeated, default and blank fields in
raw data. Therefore, pre-process for raw data is necessary.

2. Pre-processed data. Through pre-process, raw data becomes pre-processed
data. The redundant field is simplified. The repeated field is deleted. The
default field is filled up with default value. The blank field is replenished
by random value. Pre-processed data is split into two parts. One part of pre-
processed data is used for model training, the others is used for the rationality
verification of trained model.

3. Feature extraction. In machine learning, the scale of data is too large to
be processed and it is suspected to be redundant (e.g., the same record in
different sheets), then the data can be transformed into a reduced set of
feature or a featured vector. Feature extraction facilitates the subsequent
model training.

4. Model training. By import extracted data record successively, a general pat-
tern is optimized in a iterated way, by the manner of confirming different
parameters’ coefficients.

5. Model. The model is the final result of model training, based on the afore-
mentioned part of pre-processed data that is used in training phase. Note
that the model is relaying on model training input data. In other words, the
model is limited. As it were, all models are wrong, but some are useful.

6. Verification data. Verification data is used to verify the rationality of trained
model. If the number of inapplicable data for trained model is inferior to a
pre-set threshold value, the trained model is the final model; Otherwise, the
trained model is unqualified. A brand new raw data for model retraining is
necessary.

Note that the data pre-process is strongly related to machine learning pur-
pose. A sample sheet in pre-processed data is shown in Fig. 3. For different
machine learning purposes, some fields in sheet can be deleted. For instance,
for a machine learning predicting users’ connection duration, the information of
terminal position is not needed.
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Algorithm 1 K-means based Model Training Algorithm
Input:

Dataset of previous terminal communications, A, in which the jth entry is denoted
as aj ;
K initial temporary BS location: (lon1,lat1),
(lon2,lat2),· · · ,(loni,lati),· · · ,(lonK ,latK);
Maximum distance of connection establishment, D;

Output:
1: for each entry in dataset A, i.e., Terminalj do
2: for each initial BS location, i.e. BSi do
3: Compute the distance between Terminalj and BSi, i.e., Dij ;
4: if Dij ≤ D then
5: Replace (loni, lati) with ((loni + lonj)/2, (lati + latj)/2);
6: else
7: Continue;
8: end if
9: end for

10: end for
11: return K final BS location, i.e., (lon1,lat1),

(lon2,lat2), · · · ,(loni,lati),· · · ,(lonK ,latK);

Fig. 3. A sample sheet in pre-processed data

4 K-means based Model Training Algorithm

In this section we select a typical clustering algorithm, i.e., K-means algorithm,
to accomplish temporary BS placement, i.e., the model training in our proposed
scheme. For a booming customers circumstance, a targeted model training algo-
rithm is raised in Algorithm 1.

Model training algorithm is started, based on the dataset of previous terminal
communications, initial temporary BSs locations and pre-set maximum distance
of connection establishment. Each entry in the dataset is applied to training
model. K initial temporary BSs locations are seen as the initial centroids for
different clusters. Compute the distance between each terminal and each BS.
Compare each time computation result with pre-set maximum distance of con-
nection establishment. If computation result is smaller, replace corresponding
BS location with the middle point location of this BS location and terminal
location. Otherwise, continue the computation of next pair of BS and terminal.
Finally, the ultimate BSs locations are training result.
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In our proposed scheme, the location is recoded by geographic coordinate
system. Therefore, for distance comparison conveniently, geographic coordinate
has to be transformed into distance, according to Eq. 1. In Eq. 1, R is the radius of
the earth, lat is short for latitude, lon is short for longitude, sin is sine function,
cos is cosine function and arcsin is arc-sin function.

Dij = 2R ∗ arcsin

(√
sin2

(
lati − latj

2

)
+cos (lati) ∗ cos (latj) ∗ sin2

(
loni − lonj

2

))

(1)

5 Numerical Results

The performances of proposed BS placement scheme are analyzed via simulation
using MATLAB. The BSs placement in [14] is selected as a baseline method.
With varied parameters, the performances of proposed BS placement scheme
are depicted in detail.

In our simulation, unless explicitly stated, otherwise, the simulation param-
eters shown in Table 1 are used. The network area of terminals and BSs is a
100 km×100 km area. The terminal number in this simulation is 120. And these
terminals are randomly distributed in network area. These are all demonstrated
in Fig. 4. Based on these conditions and parameters, a series of evaluations are
performed in different scenarios.

Fig. 4. User distribution in 100 km× 100 km area

Figure 5 is the temporary BS placement with different random starting
points, namely, (100, 0), (100, 100), (0, 100) and (0, 0). The red rectangle in
each sub-fig is the final BS placement. The maximum distance of connection
establishment is 20 km. It is obviously that the temporary BS placement has a
strongly correlation with starting point. Normally, from different starting points,
different temporary BS placements are obtained. However, every result of differ-
ent starting point is the best BS placement for the terminals within its coverage
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Fig. 5. Base position with random starting point (SP)

with distance D. Therefore, to cover all the terminals, when D is fixed, increased
starting points is a feasible solution.

In the process of BS placement, the BS position is varied after each iteration.
The BS position iteration with starting point (0, 100) is shown in Fig. 6. Each
rectangle in Fig. 6 is the result of a position re-calculation. Through N position
changes, BS position moves from (0, 100) to final position. According to Algo-
rithm 1, once there is one or more terminal emerging in BS’s coverage, position
re-calculation happens, until all the terminals in network area are considered.
These lead to the BS movement.

Fig. 6. BS position iteration

Average path length is negatively related to communication distance, D, as
shown in Fig. 7. The number of added temporary BS is 1. With the increase
of communication distance, average path length decreases, no matter proposed
algorithm or baseline method. Greater communication distance means that more
terminals can connected to a BS, becoming a cluster. Similarly, different clusters
are linked together, like the way of terminals connecting to BS. The greater
communication distance, the less cluster, and then the smaller average path
length. Besides, no matter which one the starting point is, the average path
lengths of baseline method with different starting points are almost the same.
They are greater than the average path length of proposed algorithm all the
time.
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Fig. 7. World Map Fig. 8. APL vs. communication dis-
tance

In Fig. 8, the relationship of average path length and the number of added
temporary BS is demonstrated. The distance of connection establishment is set
as 10 km, using the average distance. Average path length of proposed algorithm
is always smaller than those of baseline methods with different starting points.
When the number of added temporary BS grows, average path length firstly
decreases to a minimum value, and then increases. The connections among dif-
ferent clusters are considered in average path length computation. More added
temporary BSs means more clusters. More clusters make an extra burden for
average path length, if added temporary BSs number beyond a specific value. In
this specific simulation for Fig. 8, the appropriate value of added temporary BS
is 4.

6 Conclusion

With explosive increase of terminal users and the amount of data traffic, in
order to place temporary BS effectively and flexibly in a booming customers sit-
uation. Based on ISPs collected big data, a machine learning based temporary BS
placement scheme was presented by us. A K-means based model training algo-
rithm was also put forward. K-means algorithm was selected as a representative
example of machine learning algorithm. Through simulation, propose scheme
was superior to compared work. In our future work, service-oriented machine
learning application and the complexity analysis of different machine learning
algorithms will be key emphases.
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