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Abstract. Immersive media services such as Virtual Reality (VR) video have
attracted more and more attention in recent years. They are applications that
typically require large bandwidth, low latency, and low packet loss ratio. With
limited network resources in wireless network, video application identification is
crucial for optimized network resource allocation, Quality of Service (QoS)
assurance, and security management. In this paper, we propose a set of statistical
features that can be used to distinguish VR video from ordinary video. Six
supervised machine learning (ML) algorithms are explored to verify the iden-
tification performance for VR video application using these features. Experi-
mental results indicate that the proposed features combined with C4.5 Decision
Tree algorithm can achieve an accuracy of 98.6% for VR video application
identification. In addition, considering the requirement of real-time traffic
identification, we further make two improvements to the statistical features and
training set. One is the feature selection algorithm to improve the computational
performance, and the other is the study of the overall accuracy in respect to
training set size to obtain the minimum training set size.
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1 Introduction

Nowadays, online video has become one of the most popular network services, and
video traffic is increasing on a large scale. For ordinary video, delay or stalling will
reduce the Quality of Experience (QoE) of users. Delay or stalling can even cause
users’ physiological discomfort for Virtual Reality (VR) video. Therefore, it is nec-
essary to establish an effective identification system for VR video application to
manage network resources. To the best of our knowledge, there are few studies related
to VR video traffic identification. Therefore, we survey several popular methods of
network traffic identification and analyze their identification performance for VR video.

Typically, there are four different kinds of methods for network traffic identifica-
tion, i.e., port-based, host-behavior-based, payload-based, and machine learning
(ML) -based. The port-based method checks the port number of each packet and
compares it with the Internet Assigned Numbers Authority (IANA) list [1]. The IANA
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list characterizes the one-to-one relationship between the port number and application.
The host-behavior-based approach analyzes the host-behavior pattern of the transport
layer and then associates the host-behavior with one or more application types [2]. Kim
et al. [3] proved that the method based on port and host-behavior were not suitable for
video identification.

Initially, we try to identify VR video with the payload-based method. Payload-
based method checks if the payload of the packet contains a pre-registered special
application sequence which is associated with one or more application types. We
attempt to search a special application sequence that can distinguish VR video from
ordinary video from the following three aspects, i.e., the specific host domain name
included in the request packet, the specific video extension name, and the specific
content type in the reply packet. However, there are no new discoveries. Therefore, we
determine to distinguish VR video from ordinary video with a ML-based method. ML
can classify each traffic flow by using its statistical features. We use analysis and traffic
capture method to obtain statistical features, e.g., average packet size, throughput,
packet arrival interval, which can be used to distinguish VR video from ordinary video.
Experiments show that using these features, VR video can be well identified. To
improve identification speed, we make two improvements to the statistical features and
training set, i.e., reducing feature numbers and minimizing training set size.

The remainder of this paper is structured as follows. Section 2 presents back-
ground. Section 3 proposes VR video application identification system. And our
experimental results are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Background

2.1 Related Work

As far as we know, currently there are few papers related to VR video traffic identi-
fication. Most of the work is the categorization of various types of network traffic. For
example, karagiannis et al. [2] classified traffic into Web, News, Streaming, Gaming,
etc. Moreover, authors in [4, 5] divided the flow data into video and non-video. They
compared the performance obtained by Random Forest and AdaBoost, respectively.
The results showed that, ignoring the classification speed of the model, the two
algorithms could achieve similar classification accuracy (about 93%). Random Forest
could guarantee a smaller model while ensuring classification accuracy, leading to
faster classification speed. This is also what we obtain during our experiments.
Moore et al. [6] proposed the definition and the calculation of 249 flow features.
Later researchers who use statistical features to classify traffic flow will generally adopt
a subset of these flow features. We also use 37 of them in this study. Authors in [7] did
not divide applications into categories like Streaming, Email, etc. Nevertheless, they
considered the importance of application classification for network security and trend
analysis, and divided applications into popular end-user applications such as Facebook,
Skype, etc. The idea of categorizing end-user applications is applied in this paper.
The problem of ML algorithm is large training time which makes it ineffective of
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real time traffic classification. Solution of this problem is to reduce the number of
features that represent the application type. The work of paper [8] shows that the
feature selection algorithm can reduce the training time of the Bayes Net algorithm,
making the Bayes Net classifier more suitable for real-time and online IP traffic clas-
sification. Williams [9] certified that feature selection could improve computational
performance without sacrificing classification accuracy. In our study, we classify
popular end-user applications such as iQiyi, iQiyiVR, Youku, YoukuVR and non-
video.

2.2 Brief Introduction of ML

In this paper, we evaluate video application identification performance with six com-
monly used ML algorithms. Next, we briefly introduce the basic concepts of these six
algorithms.

(1) Naive Bayes classifiers are a family of simple “probabilistic classifiers” based on
Bayes theorem. Naive Bayes assumes strong independence between features [8].
The probability that an instance x belongs to a class ¢ can be expressed as:

P(C=c)[[P(X; =x|C =c)

P(C=c|X =x)= PX =) (1)

Where X is a vector of instances where each instance is described by features
{X1,Xa, -+ Xk}, and C is the class of an instance [9].

We evaluate Naive Bayes with discretization (NBD) which converts successive
features into discrete features in this paper.

(2) Bayesian Network is a directed acyclic graph model [10]. The nodes of the
model represent features or classes, and the links between nodes represent their
probabilistic relationship.

(3) K-Nearest Neighbors (KNN) calculates the Euclidean distance from each test
instance to the k nearest neighbors [11]. The k nearest neighbors vote to determine
the class of test instance.

(4) AdaBoost is a meta-learning algorithm, which is built from a linear combination
of simple classifiers. AdaBoost uses several classification models to decide the
class label of an instance [12].

(5) CA4.5 Decision Tree is a tree structure (a binary tree or a non-binary tree). Each
non-leaf node indicates a test on features. Each branch indicates the output of the
feature in a range of values, and each leaf node stores a category. In order to
determine the class of a test instance, C4.5 Decision Tree starts testing the feature
attributes corresponding to the test instance from the root node. Then this algo-
rithm selects the output branch according to the value of the feature attribute. C4.5
Decision Tree repeats this process until it reaches the leaf node [13]. The category
stored in the leaf node is the decision result.
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(6) Random Forest is a classifier that contains multiple classification trees. All trees
in the forest have the same distribution. The output category is determined by the
mode of the individual tree’s output [14].

Feature Analysis and Processing

Video Data -peap Feature
Server Collection Extraction

%?;) WIFT /Vidco Server
Ground-truth é
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PC(Wireshark)
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° Video' Classification: ) )
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Fig. 1. The outline of identification Fig. 2. The data collection system for
system dataset gathering

3 VR Video Application Identification System

We present the outline of our identification system in Fig. 1, which consists of three
parts: (1) Data collection, (2) Feature analysis and processing module for flow feature
extraction, ground-truth mark, and ARFF conversion, (3) Classification module. The
definition of a flow based on 5-tuple (source IP address, destination IP address, source
port, destination port, and protocol) is adopted in this paper.

3.1 Data Collection

Our dataset is gathered via Wireshark [15]. Traffic is collected with five categories, e.g.,
iQiyiVideo, iQiyiVRVideo, YoukuVideo, YoukuVRVideo and non-video. Among
these categories, a total of seven applications are applied. More details are given in
Table 1.

As most VR video applications, such as 3D broadcast, iQiyiVR, and YoukuVR, are
running on mobile devices, we collect mobile traffic with smartphones and iPad via
WIFT access. At the same time, the computer runs Wireshark to collect traffic, which is
stored in.pcap format for subsequent processing. The architecture of the data collection
system is depicted in Fig. 2.

3.2 Feature Analysis and Processing

Appropriate flow feature acquisition is the premise of using ML algorithms to classify
network traffic. In this section, we firstly analyze the different statistical features
between VR video and ordinary video in detail. Then we introduce the further pro-
cessing of these features.
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Table 1. Categories, applications and the number of instances in our dataset

Category Application Number | Percentage of total (%)
iQiyiVideo iQiyi 6993 36.74

iQiyiVRVideo |iQiyiVR 3800 19.96

YoukuVideo Youku 2669 14.02

YoukuVRVideo | YoukuVR 1494 7.85

Non-video Zhihu, Mail, Taobao | 4078 21.43

Flow Feature Analysis. In this part, the current mainstream VR video applications
such as Storm Mirrors VR, 3D broadcast, and Youku VR, etc. are investigated. The
main differences between VR video service and most traditional video services are the
process of increasing multi-camera video splicing and 360° video projection before
video coding. Nevertheless, almost all current VR videos are still encoded in H264,
which is the same as ordinary video. Therefore, the main coding related parameters for
VR video are still resolution, bit rate, frame rate, etc.

However, due to the characteristics of VR video, higher requirements are placed on
these video parameters. As seen from Fig. 3, the Field of View (FOV) in VR video is
only part of the entire video. In order to achieve the appropriate resolution for the FOV,
the entire VR video requires very high resolution. Take a 4 K (3840 x 1920) VR video
as an example. Assuming that the HMD’s angle of view is 90° in both directions of the
horizontal o and the vertical B, the video resolution in the FOV is only 960 x 480,
which is far away from the near-future 4 K video requirement. In order to improve
users’ experience, VR video requires even higher resolution.

High-resolution video requires a higher bit rate. In order to save the packet
packaging cost, each packet size of VR video will be larger than that of ordinary video.
Therefore, the average packet throughput and average byte throughput of VR video
will be larger than that of ordinary video. We exploit traffic capture and analysis to
obtain the differences of flow features between VR video and ordinary video.

Fig. 3. VR video spherical projection and the FOV
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We capture traffic and save them in.pcap format files, namely youkuvr.pcap and
youku.pcap, for VR video and ordinary video, respectively. Each.pcap file has about
180,000 packets, which is equal to 124 MB. However, it takes 325 s to capture VR
video and 770 s to capture ordinary video. Thus, VR video is two times the average
packet throughput and byte throughput of the ordinary video. On the other hand, we
analyze the difference of packet arrival interval between ordinary video and VR video.
Packet arrival interval of them are given in Fig. 4a, b, respectively. There is a big
difference between them. In terms of the packet arrival interval of ordinary video, the
overall trend is relatively flat, and there are some protrusions in short time (about 30 s).
However, for VR video, there are some large protrusions in a relatively long period of
time (about 40 s). The maximum number of packets arriving per second is also dif-

Youku

YoukuVR

2500 5000
2000 4000
2 1500 2 3000
£ 1000 £ 2000
500 1000
0 0
0 200 400 600 800 0 50 100 150 200 250 300 350
Time(s) Time(s)
(a) (b)
Fig. 4. a. Packet arrival interval of ordinary video b. Packet arrival interval of VR video

Table 2. Statistical features in this paper

Before feature selection (37)

After feature selection (22)

Features

# Protocol, source and destination ports

# The number of packets/bytes

# The number of packets without Layer 4
payload

# Start time, end time, duration

# Average packet throughput, average byte
throughput

# Max/min/average/standard deviation of
packet sizes and inter-arrival times

# Number of TCP packets with FIN, SYN,
RSTS, PUSH, ACK, URG, CWE, ECE
flags set (all zero for UDP packets)

# The size of the first ten packets.

# Protocol, source and destination
ports

# The number of packets/bytes

# The number of packets without
Layer 4 payload

# Start time, end time, duration

# Average packet throughput,
average byte throughput

# Max/min/average/standard
deviation of packet sizes and inter-
arrival times

# Number of TCP packets with
FIN, SYN, RSTS(all zero for UDP
packets).
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ferent, which are 2200 and 4500, respectively. We also find that the packet sizes of
them are different. In summary, the average packet/byte throughput, packet arrival
interval and packet size will be representative features. Initially, we select 37 unidi-
rectional flow features from those in [3] according to the findings made in above data
analysis. The 37 features are shown in Table 2 (the column on the left).

Ground-truth Mark. In our study, each traffic from the video/VR video appli-
cation is labeled as video or VR video. So, the classifiers will model some non-video
features as video features, such as the features of ads and others. Yet the goal in this
study is to ensure the overall experience of people using video applications.

ARFF Format Conversion. We make use of the PostgreSQL database to store
data so that we can conveniently convert.pcap format into ARFF format. In the ARFF
file, each flow is considered as an instance. The number of instances for each category
is shown in Table 1.

4 Experimental Results

Through extensive experiments, we try to observe: (a) the identification performance
for VR video application using the proposed statistical features; (b) the best algorithm
for VR video application identification, considering both accuracy and build time;
(c) the effect of feature selection on algorithm performance; (d) the change of overall
accuracy in respect to the size of the training set.

The classification module is mainly composed of six most often-used supervised
ML algorithms from WEKA [16]: Naive Bayes, Bayesian Network, KNN (k is chosen
as 1 in our experimental setup), AdaBoost (J48 is the Base classifier), J48 (C4.5
Decision Tree in WEKA), and Random Forest. The ML algorithms applied in this
study are all implemented using the WEKA tool and only a few parameters are
adjusted. Our test option is set to 10-fold cross validation, by which we gain the best
overall accuracy during the entire experiments. We test 5-fold, 10-fold, 15-fold and
20-fold in our experiments.

4.1 Performance Metrics

To evaluate the performance of the six ML algorithms using the proposed statistical
features, we use three metrics: overall accuracy (Acc), F-measure (F1) and build time.

First, we introduce the definition of True Positive (TP), False Positive (FP), True
Negative (TN), and False Negative (FN). TP means that the forecast is positive and
actually positive. FP means that the forecast is positive but actually negative. TN means
that the forecast is negative and actually negative. FN means that the forecast is
negative but actually positive.

TP+ TN
Acc = (2)
TP+ TN + FP+ FN
Fl— 2 % Precision * Recall 3)

Pr ecision + Re call
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_TIep__
TP +FP’

Acc is applied to measure the accuracy of an algorithm on the whole dataset. F1 is
to evaluate the identification performance for each category. Build time is the time
taken to create an identification model given a training set.

P

and Recall is TP+ EN:

where Precision is

4.2 Classification Results Using 37 Features

V2 Overall accuracy 16
| E= Build time
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Fig. 5. Overall accuracy and the build time using 37 features

The results of our dataset are given in Fig. 5. The Acc and the build time of each
algorithm are shown in Table 3. The evaluation criteria for each strategy is F1, given in
Sect. 4.1.

The results show an overall accuracy of 81% to 98.7%. In addition to KNN
algorithm, the accuracy of other algorithms is above 95%. This phenomenon indicates
that we can effectively distinguish VR video from ordinary video using the proposed
statistical features. At the same time, it indicates that the proposed statistical features
have good performance on various ML algorithms, and they are universal. These
statistical features can also be used to distinguish video from non-video.

As shown in Fig. 5, AdaBoost algorithm gives the best accuracy and the longest
build time. In addition, the accuracy of J48 algorithm is similar to that of AdaBoost
algorithm, but J48 algorithm builds model in a shorter period of time, only one second.
This is explained by the fact that J48 algorithm has less training demands, and that it
has lower complexity than AdaBoost algorithm.

In general, the proposed features combined with J48 algorithm can achieve good
performance for VR video application identification. They can achieve an overall
accuracy of 98.6%, and the build time is about one second.

4.3 Further Discussions

Considering the requirement of real-time network traffic identification, we make two
improvements to the experiments, i.e., study feature selection and the change of the
overall accuracy in respect to training set size.

Feature Selection. We adopt the Principal Components Analysis (PCA), one of the
most well-known algorithms in feature selection. This algorithm looks for a series of
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Table 3. The accuracy (%) and the build time(s) of each category

NaiveBayes | BayesNet | KNN | AdaBoost | J48 | Random Forest
iQiyi 95.7 96.0 87.3 | 98.9 98.8{98.6
iQiyiVR | 95.9 96.4 81.1 |98.9 99.0199.1
Youku 934 93.7 75.6 1979 97.797.4
YoukuVR |93.2 94.2 63.0 | 98.1 98.2197.7
Non-video | 95.7 96.2 79.5 1989 98.9{98.9
Acc 95.3 95.7 81.0 |98.7 98.6 | 98.5
Time 1.01 0.6 0.01 |14.53 1 10.1

projection directions. After the high-dimensional data are projected in these directions,
the variance is maximized. The first principal component is the largest variance, and the
second principal component is the second largest variance. PCA algorithm selects the
first 22 features of the 37 features, as shown in Table 2 (the column on the right). The
overall accuracy and the build time with the 22 features and all features are given in
Fig. 6a, b, respectively. After feature selection, the overall accuracy is hardly changed
and even some algorithms have slight accuracy improvement. In addition, the build
time is greatly shortened so that it is qualitatively consistent with the result in [9].

Before feature selection Before feature selection
E= After feature selection

04

Overall accuracy(%)
Build time (s)

A O Y

7

| = o2
aiveBayesBayesNet  KNN  AdaBoost 148 Random Forest NaiveBayesBayesNet  KNN  AdaBoost ~ J48 Random Forest
Machine learning algorithms Machine learning algorithms

Fig. 6. a. Overall accuracy of six algorithms using all features and selected features b. The build
time of six algorithms using all features and selected features
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Fig. 7. The change of the overall accuracy in respect to training set size
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Therefore, the 22 features in Table 2 (the column on the right) are more suitable for VR
video identification.

The Change of the Overall Accuracy in Respect to Training Set Size. We
consider 19,034 network flows in our study, which are too large in real-time traffic
identification. Therefore, we study the change of the overall accuracy in respect to
training set size. The details are given in Fig. 7. Here we ignore KNN algorithm. We
can find that when the number of flows exceeds 1000, AdaBoost can always provide
the best performance, followed by J48 (and it is quite fast to train) and Random Forest.
Due to the scarcity of training data in real-time network traffic identification, it is very
exciting that 6000 network flows can provide good identification results.

5 Conclusions

In this study, we proposed 22 statistical features that can well represent VR video
application. Classification strategies such as iQiyiVideo, iQiyiVRVideo, Youku-Video,
YoukuVRVideo and non-video, etc. were adopted, and we evaluated and obtained the
C4.5 Decision Tree algorithm which performed the best in terms of overall accuracy
and the build time. These 22 main statistical features combined with C4.5 Decision
Tree algorithm could achieve an accuracy of 98.6% for VR video application identi-
fication while maintaining high computational performance. In addition, this paper
proved that as long as the training set exceeds 6,000 flows, high accuracy could be
achieved, which makes it possible to identify real-time video application. Our work can
effectively distinguish VR video from ordinary video, which provides a good foun-
dation for other works such as resource scheduling.
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