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Abstract. In this paper, we study the offloading decision of collabora-
tive task execution between platoon and MEC (Mobile Edge Computing)
server. The mobile application is represented by a series of fine-grained
tasks that form a linear topology, each of which is either executed on a
local vehicle, offloaded to other members of the platoon, or offloaded to
a MEC server. The objective of the design is to minimize the cost of task
offloading and meet the deadline of tasks execution. We transform the
cost minimized task decision problem into the shortest path problem,
which is limited by the deadline of the tasks on a directed acyclic graph.
The classical LARAC algorithm is used to solve the problem approx-
imately. Numerical analysis shows that the scheduling method of the
tasks decision can be well applied to the platoon scenario and execute
the task in cooperation with the MEC server. In addition, compared with
different execution models, the optimal offloading decision for collabo-
rative task execution can significantly reduce the cost of task execution
and meet lower deadlines.
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1 Introduction

Platooning realizes the reduction of fuel consumption and gas emission, as well
as safe and efficient transportation in the context of intelligent transportation
system (ITS). Generally, the platoon is consisted of two parts: one is the leader
and the second are the members of the platoon (including the tail vehicle, the
relay vehicle and the controller). The higher the frequency of the vehicle infor-
mation exchange in the platoon, the faster the mobile response of the members
in the platoon, the more the status of the platoon instability can be avoided.
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Vehicle terminals have been widely deployed in the automotive industry.
More novel and attractive vehicle services have attracted more and more people
to use them. In the future, cars will be equipped with AR (Augmented Reality)
applications that allow drivers to observe the surroundings of vehicles in win-
dowless vehicles [1]. These types of vehicle applications are typical computing
resource-hungry services, requiring high density computing resources and com-
puting costs. Therefore, the tension between computing resource-hungry appli-
cations and vehicle terminals with limited computing resources poses a major
challenge to the development of mobile platforms [2].

MEC provides a promising solution to this challenge and extends the capa-
bilities of vehicle terminals, by providing additional computing, storage, and
bandwidth resources in an on-demand manner. For example, there is a paper
on energy consumption [3], which proposes collaborative execution between the
end-user and the cloud, and accomplishes the task with minimum energy con-
sumption within the task deadline. In addition, some people consider offload-
ing decision from the point of view of the servers [4], set the price for the unit
resource provided to each vehicle user, and use the gain function of task offloaded
to maximize the profit of the server.

In this paper, we consider the platooning scenario with MEC server to com-
plete the task offloading. Specifically, within the deadline of the task, the resource
cost price is used to determine whether the tasks are offloaded to the other
members of the platoon or the MEC server, or not. We aim to find an optimal
collaborative offloading decision between each member of the platoon and the
MEC with minimum resource cost price within the deadline. Mathematically, we
model a minimum cost offloading problem as a constrained shortest path prob-
lem on a directed acyclic graph. Then we use the classical Lagrangian Relaxation
Based Aggregated Cost (LARAC) algorithm to obtain a suitable result of the
constrained optimization problem.

The rest of the paper is organized as follows. We give the system model in
Sect. 2. In Sect. 3, delay constrained offloading decision is modeled as a limited
shortest path problem. Then we can get a suitable strategy of optimal offloading
decision for collaborative task execution in Sect. 4. Section 5 shows the offloading
decision procedure numerical analysis, and Sect. 6 concludes the paper.

2 System Model

Suggest that the MEC server coexists with the base station (BS). Because the
platoon controller controls and manages the whole platoon [5], when the platoon
members communicate with the BS, they need to transmit the messages to the
BS through the controller, and the members in a platoon can communicate with
others directly [6]. Position of the controller in the platoon is not clearly defined.
For the sake of simplification, the current researches directly select the leader as
platoon controller. Also in this paper, we do not discuss in detail how to choose.
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2.1 Task Model

Figure 1 illustrates the task model in a linear topology. Each task is executed in
sequence, the output of the previous task is the input of the later task, and the
whole application has a completion deadline Td. Figure 1 shows that there are
n + 1 tasks in an application. Define the needed computation cycles of the task
k as ωk, k = 0, 1, 2, ..., n + 1.

Fig. 1. Task model in a linear topology

2.2 Path Loss Model

When one vehicle is served by another, the path loss model [7] between the two
vehicles is defined as PLv(lx,y) = 63.3+17.7log10(lx,y). And the path loss model
[8] between vehicle and BS is defined as PLMEC(lx,y) = 128.1 + 37.5log10(lx,y).
lx,y is distance in kilometers. Here, we do not consider fast fading and shadow
fading. The carrier frequency used in V2I (Vehicle to Infrastructure) communi-
cation is 2 GHz and V2V communication is 5.9 GHz, so there is no interference
between them, and we think of the whole channel as an ideal channel.

The MEC server numbered 0, a leader vehicle numbered 1, and the sequence
number of vehicles behind it increases in turn. There are a total of m vehicles
in the paltoon. lx,y is the transmission distance from x to y, x ∈ {0, 1, 2, ...,m},
y ∈ {0, 1, 2, ...,m}, assuming the antenna position of each vehicle is the same
and that the distance between vehicles is fixed in the platoon, so lx,y = ly,x.

Considering that under ideal conditions all the vehicles in the platoon are of
the same length and the same spacing so the distance between the signal receiver
and the transmitter is the length of the vehicle plus the vehicle spacing. So we
can get lv1,v2 = μ |v1 − v2|, where v1 ∈ {1, 2, ...,m} is for the current vehicle
number about task k − 1 and v2 ∈ {1, 2, ...,m} is for the destination vehicle
of offloading decision about task k. Specially, consider offloading tasks to the
MEC server, and the distance between the leader and the BS is set to η, so we
obtain l1,0 = η. When the task is offloaded to the MEC server, the change of
distance between the leader and the BS has little effect on the path loss, so we
set l1,0 = l0,1. Only the leader can communicate with the BS, and the platoon
members communicate with the BS through the leader.
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2.3 Task Execution Model

Platoon execution. Assume that the tasks is initiated by any member of the
platoon. The task execution of the platoon includes the local task execution and
the tasks platoon members execution. If the task k is offloaded to execute by a
member of the platoon, the completion time of the task k is defined as tv2

k = ωk

fv2
,

and the cost it has to pay is bv2
k = αvfv2 , fv2 is the computation resource that

the vehicle v2 can provide, and αv is the computation resource cost of each
unit provided by the platoon members. Suppose that the unit price of resources
provided by each member is the same. It is assumed that the fv2 is fixed during
the execution of the task.

MEC server execution. If the task k is executed in the MEC server, the
platoon members are idle during the execution of the task. Define the computing
completion time of the task k offloaded to the MEC server as t0k = ωk

f0
, and the

cost of offloading the task is b0k = αMECf0. f0 is the computation resource
that the MEC server can provide, and the computation resource cost of each
unit provided by the MEC server is αMEC . Note f0 > f1, f0 > f2, ..., f0 > fm,
speculate that the CPU speed of the MEC server is faster than that of any
platoon member.

Platoon data transmission. If the task k is executed inside the platoon,
the data needs to be offloaded to the destination vehicle before it is executed.
If the task is calculated on the current vehicle, there is no need to transmit
the data. Define the time of data transmission that offloads the task k from
vehicle v1 to vehicle v2 as tkv1,v2

= dk

Rk
v1,v2

, Rk
v1,v2

is the data transmission rate

from vehicle v1 to vehicle v2. We have Rk
v1,v2

= B1log2(1 + ζvPLv(lv1,v2 )

N0
). ζv is

the signal transmission power of the vehicle, N0 is the noise power and B1 is
the bandwidth used for V2V (Vehicle to Vehicle) communication. If v1 = v2,
tv1,v2 = 0.

MEC server data transmission. If the task k needs to be executed on
the MEC server, the time that the data is transferred from the vehicle v1 to
the MEC server and from the MEC server to the vehicle v2 are tkv1,0 = dk

Rk
v1,1

+
dk

Rk
1,0

and tk0,v2
= dk

Rk
1,v2

+ dk

Rk
0,1

respectively. Rk
1,0 and Rk

0,1 also indicating the

transmission rate of the data from the leader to the MEC server and from MEC
server to leader respectively. We have Rk

1,0 = B2log2(1 + ζvPLMEC(l1,0)
N0

) and

Rk
0,1 = B2log2(1 + ζMECPLMEC(l0,1)

N0
). ζMEC is the signal transmission power of

the BS and B2 is the bandwidth used for V2I communication. The connection
between BS and MEC is wired, and the time of wired transmission is ignored
here. The same as before, tk0,0 = 0.

In this paper, the following assumptions are used to model the practical
problem of collaborative task execution. First, the tasks of the application needs
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to have been replicated on the other platoon members or the MEC server before
it is executed. Second, the first and last task must be executed in the same
vehicle in the platoon.

3 Delay Constrained Offloading

The tasks of an application is modeled by the directed acyclic graph G = (V,C)
between the platoon members and the MEC server. V represents the finite node
set, and C represents the edge set. The task execution flow shown in Fig. 2.
shows that S is the starting point of the task (Assume that the vehicle m is
the requestor of the task) and D is the task destination node. An application
contains n+2 tasks. Except for the initial task and the last task, all the platoon
members have the opportunity to execute the other n tasks. The weights of the
edges of nodes x and y are a non-negative value, that is ck

x,y, and each edge
corresponds to a task offloading decision sk. This weight value includes the cost
of offloading the task and the time it takes to execute after offloading the task.
Specifically, if the weight value of the edge is considered to be a cost price and
the task k needs to be offloaded from x to y to be executed, we obtain the weight
ck
x,y = by

k. And if the weight value is considered to be a time delay, we obtain the
weight value ck

x,y = tyk + tkx,y that is the sum of the computation time and the
transmission time of the task. So the two directed acyclic graphs with respect to
the cost price and time delay can be obtained. sk is defined as a decision variable
for state k, indicating the choice of which vehicle the task k should be offloaded
to. s0 denotes the task initiation decision and sn+1 denote the end decision of
the task result, s0 = sn+1. This goal is to find an optimal offloading decision
strategy S∗ = {s0, s1, ..., sn+1}.

Fig. 2. The task execution flow and state transition procedure of collaborative offload-
ing decision

Under this framework, we can transform the task optimal offloading decision
into a shortest path problem to find the path with minimum cost between nodes
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S and D. And it is constrained by the deadline time of the task, and the time
delay path of the task can only be less than or equal to Td. If the task time
delay of a path p satisfies the constrained condition, p is an appropriate path.
A path p∗ is an optimal path with the minimum path cost of all appropriate
paths. We can Mathematically formulate this problem as a constrained shortest
path problem:

min
p∈P

b(p) =
n∑

k=1

bk
x,y (1)

s.t. (C1) : d(p) =
n+1∑

k=1

(tkx,y + tyk) ≤ Td

(C2) : fv1 < f0, fv2 < f0, v1 ∈ x, v2 ∈ y

(C3) : αvfv2 < αMECf0

p is a path from node S to D and P is a set of all possible paths. Since each
task has m + 1 offloading decisions options, there are (m + 1)n possible options
for the strategy. The constrained optimization problem has been proved to be
NP-complete [9].

4 Optimal Offloading Decision for Collaborative Task
Execution

4.1 Based on LARAC algorithm

This constrained shortest path problem can be solved by LARAC algorithm [12].
we first define a LARAC function L(λ) = minp∈P [bλ(p)] − λTd where bλ(p) =
b(p)+λd(p) and the Lagrangian multiplier is λ. By using the Lagrangian duality
principle, we can obtain the proof of L(λ) ≤ b(p∗).

Then, we use algorithm 1 to find the path of smallest bλ between S and
D. In algorithm 1, PathAlgorithm is a procedure of finding a shortest path of
the cost C. If we find the minimum cost path within the deadline, this path is
the offloading strategy, or we update pb and pd repeatedly to get an optimal
λ. Although the algorithm cannot guarantee to find the optimal path, it can
obtain a lower bound of the optimal solution. And its running time is shown to
be polynomial [10].
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Algorithm 1 Finding minimum cost path of bλ for collaborative task execution
1: Input: S, D, Td

2: pb ← PathAlgorithm(S, D, b)
3: if d(pb) ≤ Td then
4: return pb

5: end if
6: pd ← PathAlgorithm(S, D, d)
7: if d(pd) > Td then
8: return “There is no solution”
9: end if

10: while true do
11: λ ← c(pb)−c(pd)

d(pd)−d(pb)

12: pλ ← PathAlgorithm(S, D, bλ)
13: if bλ(pλ) = bλ(pd) then
14: return pd

15: else
16: if d(pλ ≤ Td) then
17: pd ← pλ

18: else
19: pb ← pλ

20: end if
21: end if
22: end while
23: Output: p∗

λ

4.2 Dynamic Programming Algorithm for Optimal Offloading
Decision

In order to apply the Algorithm 1 to the optimal offloading decision, we need
to find the shortest path according to the task execution cost, execution time
and aggregation cost. Specifically, we view all tasks as a multistep process with
chain structure, that is, a multistep decision process.

The state transition process for the optimal offloading decision of collabo-
rative task execution is shown in Fig. 4. State 0 and state n + 1 represent the
start and end of the whole application execution respectively. State k represents
that the task k has been executed, and k = 0, 1, 2, ..., n + 1. We define rk as
the location identifier of the task k that has been executed, so rk = 1 indicates
that the task k is executed at the position of the vehicle 1. Particularly, rk keeps
tracking the position of the task. Task n+1 is considered to be the output result
of the application. Since the output result need to be sent back to the starting
point after the completion of task n, it is assumed that the task is initiated from
vehicle m, so it can be obtained that r0 = m and rn+1 = m are the start and end
point of the application task. The output result does not need to be calculated,
and the user does not need to buy the computing resource so we have bm

n+1 = 0.
In the next part, we will find the minimum cost, time delay, and aggregation

cost by using the established iterative equations, respectively.
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First, we define Gk−1(rk−1) as the minimum cost of task k − 1 to task n + 1.
G0(r0) is the minimum cost for all tasks of the application, given Gn+1(rn+1) =
0. On this basis, we can establish an iterative formula of the latter term value
for the minimum cost. Knowing Gk(rk) at state k for location rk, we can obtain
every decision at state k − 1 so that the cost from state k − 1 to state n + 1 is
minimized. The backward value iteration equation of minimum purchase cost is
shown as follows:

Gk−1(rk−1) = min
sk

[bk(rk−1, sk) + Gk(rk)]

Gn+1(rn+1) = 0
(2)

bk(rk−1, sk) refers to the cost to be paid for making the offloading decision sk of
task k after task k−1 at position rk−1 is completed. Both Gk(rk) and bk(rk−1, sk)
are known values. The value of latter one can be obtained when the task is
offloaded, bk(rk−1, sk) = by

k, and sk = y. The system state starts from the state
n, and the value of the previous state Gn(rn) can be obtained from the initial
condition Gn+1(rn+1) = 0 given in the state n + 1. Then repeat this procedure
for numerical iteration, and you can find the optimal objective function value,
optimal decision, and optimal path for the entire multistep decision problem in
reverse order.

Second, we define Hk−1(rk−1) as the minimum completion time of task k −1
to task n + 1. G0(r0) is for the minimum task completion time of all tasks,
given Hn+1(rn+1) = 0. The backward value iteration equation of minimum task
completion time is shown as follows:

Hk−1(rk−1) = min
sk

[tk(rk−1, sk) + Hk(rk)]

Hn+1(rn+1) = 0
(3)

Third, we define Jk−1(rk−1) as the minimum aggregated cost of task k−1 to
task n+1. J0(r0) is the minimum aggregated cost for all tasks of the application,
given Jn+1(rn+1) = 0. The backward value iteration equation of minimum task
aggregated cost is shown as follows:

Jk−1(rk−1) = min
sk

[bk(rk−1, sk) + λdk(rk−1, sk) + Jk(rk)]

Jn+1(rn+1) = 0
(4)

We can use the iterative equations (2), (3), and (4) to imple-
ment the processes of PathAlgorithm(S,D, b), PathAlgorithm(S,D, d), and
PathAlgorithm(S,D, bλ) to find the minimum cost, time delay and aggre-
gated cost, respectively. Finally, the minimum cost offloading decision strategy
is obtained in Algorithm 1.

5 Numerical Analysis

In this section, we evaluate the performance of task decision strategies for col-
laborative task execution. We use some of the parameters in [8,11] and com-
munication between vehicles consider the use of carrier aggregation technology
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[12] to increase bandwidth, as shown below: B1 = 20 MHz, B2 = 100 MHz,
the thermal noise density −174 dbm/Hz, pv = 23 dBm, pMEC = 46 dBm.
Assume that the members of the platoon consist of nine vehicles, {fv} =
{3000 100 620 660 600 900 700 630 550 800} MHz, αv = 1, αMEC = 0.9,
µ = 0.008, η = 0.5.

(a) (b)

(c) (d)

Fig. 3. Task offloading decision

We consider a mobile application that consists of 12 tasks, the application
deadline is 0.4s, and the offloading decision and details are shown in Fig. 3.
In Fig. 3a, the decision strategy is S∗ = {9, 9, 9, 9, 9, 9, 9, 9, 9, 8, 8, 9} and the
amount of computation cycles required for each task of the application is small,
but relatively large transmission data size of the task limits the execution of
the task on the MEC server, because the transmission data rate between vehi-
cles is much faster than that between vehicles and BS. If the task is to be
offloaded to the MEC server, it will lead to a large transmission delay. In Fig. 3b,
the decision strategy is S∗ = {9, 5, 5, 0, 0, 0, 5, 0, 0, 5, 5, 9} and the size of the
transmitted data is small, and the computation cycles of each task require-
ment is increased. In order to satisfy the time constrained requirement of the
task, a task whose computation cycles is too high is offloaded to the MEC
server. The reason why the first task is not offloaded to the MEC server is
that an excessively high transmission delay will be caused. In Fig. 3c, the deci-
sion strategy is S∗ = {9, 7, 7, 3, 1, 5, 5, 5, 1, 3, 3, 9} and each task requires a small
amount of computation cycles, so the MEC server doesn’t need to provide com-
putational assistance to the task execution. In Fig. 3d, the decision strategy is
S∗ = {9, 5, 5, 0, 0, 0, 0, 0, 5, 5, 5, 9} and the last four tasks are executed in platoon
to avoid high data transmission delays from the BS back to the vehicle. These
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four cases show that the MEC server and the platooning can complete the task
cooperatively. According to the different parameters of the task, the tasks can
be offloaded reasonably, and the deadline of the task can be satisfied. In addi-
tion, there is a ratio between the computation cycles and the data size of a task,
which should be greater than a threshold when a task needs to be offloaded to
a MEC server; similarly, when a task needs to be offloaded to a vehicle in the
platoon, the ratio of the computation cycles and the size of the data should also
be greater than a threshold. We will find this threshold in future research.

In Fig. 4, we compare the cost under three execution modes and CBF (the
Constrained Bellman-Ford [13]) algorithm, that is, platoon execution, collab-
orative execution, and the results obtained using the CBF algorithm. The
parameters are set to: {dk} = {100 40 1 2 1 2 1 2 1 1 100} kb, {wk} =
{40 20 50 30 50 20 40 30 30 20} Mcycles. First, compared with MEC server
execution, collaborative execution can greatly reduce the cost when the task
deadline is large. In most deadlines, collaborative task execution reduces task
execution cost by more than four times. Second, collaborative task execution is
more flexible than MEC server execution. That’s because of the low transmission
rate between the vehicle and the BS, the high transmission delay will be caused
by the MEC server execution, so the tasks with a large amount of data trans-
mission can not be completed within the deadline. Third, only collaborative task
execution can complete the application within 0.25 s of the deadline, and it costs
less than the MEC server to execute. Fourth, due to the increase of the deadline,
the cost of platoon task execution and collaborative task execution is the same
when the deadline is 0.45s, because after this deadline, the task execution does
not require the participation of MEC server. The computational resources pro-
vided in the platoon are sufficient to enable the task to be completed within the
deadline. The results of the local execution of the task were not drawn, because
3.3s is the minimum deadline, far from meeting the requirements of the task
time constrained. Fifth, we can see that the collaborative task execution is very
similar to the CBF algorithm, so the algorithm of collaborative task execution
can be well applied in this scenario.

Fig. 4. Cost vs deadline
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6 Conclusion

In this paper, the procedure of platoon and MEC server executing the task
cooperatively within the task deadline is studied. We transform the task decision
problem into the shortest path problem in a directed acyclic graph. We use the
“LARAC” algorithm to obtain the optimal decision strategy for the tasks. Our
research shows that there are more than one migration between the platoon
members and the MEC service, and all the members have the opportunity to
participate in the tasks execution. In addition, collaborative task execution can
greatly reduce task execution cost and execution time.

In future research, the topological model of the tasks can be extended to vari-
ous graphs (such as grid, tree, etc.). According to these structural characteristics,
we will establish an optimal task decision strategy.
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