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Abstract. In the article we present some properties of non-commutative
finite algebras of four-dimension vectors with parameterized multiplica-
tion operation characterized in that different modifications of the mul-
tiplication operation are mutually associative. One of the introduced
finite algebras represents ring. Other algebra contains no global unit ele-
ment, its elements are invertible locally, and is characterized in that the
multiplication operation possess compression property. Regarding the
investigated ring, the detailed attention is paid to properties of the set
of non-invertible elements of the ring. Formulas for zero-divisors and
unit elements of different types are derived. The introduced finite alge-
bras represent interest to define over them the hidden discrete logarithm
problem that is a promising cryptographic primitive for post-quantum
cryptography.
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1 Introduction

Cryptographic algorithms and protocols [1,2], including cryptosystems with pub-
lic key, based on the computational difficulty of the factorization problem for
numbers of a special type [3] and the discrete logarithm problem (DLP) [4] have
found a wide practical application for solving problems of providing information-
safe modern computer technologies. The security of cryptosystems based on
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these problems is determined by the fact that the most effective algorithms for
solving these problems, known at the present time and implemented with the
use of existing computer technology, have a subexponential (factorization and
DLP in finite fields) or exponential complexity (DLP on an elliptic curve). In
connection with the significant progress in the development of quantum compu-
tations [5,6], interest in estimating the complexity of discrete logarithmic and
factorization in solving these problems on a quantum computer has arisen. It
was shown that both of these problems have a polynomial complexity in the
model of quantum computations [7,8]. These results and the expectation of the
appearance of practically functioning quantum computers capable of effectively
solving the problem of cracking existing cryptoschemes based on the DLP and
the factorization problem, raises the problem of creating an arsenal of the elec-
tronic digital signature, public key distribution, and public encryption proto-
cols, which would be convenient for practical use and resistant to attacks using
quantum computers. Algorithms of cryptography with a secret key, for example
block ciphers, according to experts will remain resistant to cryptanalysis using
quantum computers. However, to ensure sufficient security of the public key cryp-
toschemes it is required to put into their basis computationally difficult problems
of another type whose computational complexity of solution would be of super-
polynomial complexity when using both conventional and quantum computers.
The response to this challenge was the announcement by the National Institute of
Standards and Technology (NIST) of the competition but the post-quantum two-
key cryptograms development [9] and the appearance of regularly held thematic
conference [10].

Finite non-commutative rings (FNRs) are interesting for designing public-
key cryptoschemes based on the discrete logarithm problem in hidden commu-
tative subgroup [11–14] that represents interest as potential primitive of the
post-quantum cryptography. Earlier, for the development of post-quantum cryp-
tosystems based on the computational difficulty of the hidden discrete logarithm
problem, the finite algebra of quaternions was applied [12,13]. However, realiz-
ing the potential of this computationally difficult problem as a primitive of the
post-quantum cryptography requires significantly expanding the class of its car-
riers [14]. Present paper introduces two novel carriers of the hidden discrete
logarithm problem and discusses their properties. Different FNR can be con-
structed in the form of associative finite algebras (AFAs), defining multiplication
operation of vectors in some finite vector space.

Suppose e, i, j, k be some formal basis vectors and a, b, c, d ∈ GF (p), where
prime p ≥ 3, are coordinates. The vectors are denoted as ae + bi + cj + dk or
as (a, b, c, d). The terms τv, where τ ∈ GF (p) and v ∈ {e, i, j,k}, are called
components of the vector.

The operation of addition of two vectors (a, b, c, d) and (x, y, z, v) is defined
via addition of the corresponding coordinates according to the following formula:
(a, b, c, d) + (x, y, z, v) = (a + x, b + y, c + z, d + v).
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The multiplication of two vectors ae + bi + cj + dk and xe + yi + zj + vk is
defined with the following formula:

(ae + bi + cj + dk) ◦ (xe + yi + zj + vk)
= axe ◦ e+ bxi ◦ e+ cxj ◦ e+ dxk ◦ ... ◦ j+ ave ◦ k+ bvi ◦ k+ cvj ◦ k+ dvk ◦ k,

where ◦ denotes the vector multiplication operation and each product of two
basis vectors is to be replaced by some basis vector or by a one-component vec-
tor in accordance with the basis-vector multiplication table (BVMT) defining
associative and non-commutative multiplication. In this paper there are intro-
duced two novel BVMTs that define parameterized multiplication operations,
different modifications of which are mutually associative. The proposed BVMTs
are shown in Tables 1 and 2, where μ ∈ GF (p) and τ ∈ GF (p) are structural
coefficients. In the last formula it is assumed that in every product of two basis
vectors the left (right) operant indicates the row (column) of the BVMT and the
intersection of the indicated row and column defines the cell of the BVMT in
which it is given the value of the product. The AFA defined with Table 2 is char-
acterized in that the multiplication operation possesses property of compression,
i.e. multiplication of arbitrary two non-zero elements of the AFA gives as the
result a vector (a, b, c, d) satisfying the condition ac = bd.

Table 1. The basis-vector multiplication table defining a finite ring

◦ −→e −→ı −→
j

−→
k−→e e μk μe k−→ı τ j i j τ i−→

j j μi μj i−→
k τe k e τk

Table 2. The basis-vector multiplication table defining a finite algebra with compress-
ing multiplication operation

◦ −→e −→ı −→
j

−→
k−→e μe μi μi μe−→ı τe τ i τ i τe−→

j τk τ j τ j τk−→
k μk μj μj μk

The paper is organized as follows: Sect. 2 describes the properties of the intro-
duced FNR, Sect. 3 describes briefly properties of the introduced AFA, Sect. 4
presents a homomorphic map of the non-invertible vectors of the FNR for defin-
ing the discrete logarithm problem in hidden cyclic group, and Sect. 5 concludes
the paper.
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2 Properties of the Introduced Ring

Lemma 1. Suppose ◦ and � are two arbitrary modifications of the vector multi-
plication operation, which correspond to different pairs of structural coefficients
(μ1, τ1) and (μ2, τ2) �= (μ1, τ1). Then for arbitrary three vectors A, B, and C the
following formula (A ◦ B) � C = A ◦ (B � C) holds.

Proof of this lemma consists in straightforward using the definition of the
multiplication operation and Table 1.

To find the unit element of the considered ring one can solve the following
vector equation:

(ae + bi + cj + dk) ◦ (xe + yi + zj + wk) = (ae + bi + cj + dk), (1)

where V = (ae+ bi+ cj+dk) is an arbitrary vector and X = (xe+yi+ zj+wk)
is the unknown.

Equation (1) can be reduced to solving the following two systems of linear
equations: {

(a + dτ)x + (aμ + d)z = a
(c + bτ)x + (cμ + b)z = c

(2)

and {
(b + cμ)y + (bτ + c)w = b

(aμ + d)y + (a + dτ)w = d.
(3)

Each of the systems has the same main determinant

Δ = ab(1 − μτ) + dc(μτ − 1) = (μτ − 1)(dc − ab)

and the same auxiliary determinants

Δx = ab − cd;Δz = τ(cd − ab);Δy = ab − cd;Δw = μ(cd − ab).

For the case dc − ab �= 0 there exists the unique solution of each of the systems:

x =
Δx

Δ
=

1
1 − μτ

; y =
Δy

Δ
=

1
1 − μτ

;

z =
Δz

Δ
=

τ

μτ − 1
;w =

Δw

Δ
=

τ

μτ − 1
.

(4)

The vector E = ( 1
1−μτ , 1

1−μτ , τ
μτ−1 , τ

μτ−1 ) has been computed as the right
unit element of the ring.

Considering the vector equation

X ◦ V = V (5)

gives the same solution X = E as the left unit element.
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For the case dc − ab = 0 there exists p different solutions of each of the
systems (2) and (3), which include the solution (4). Thus we have come to the
following lemma:

Lemma 2. The vector E =
(

1
1−μτ , 1

1−μτ , τ
μτ−1 , μ

μτ−1

)
is the (global) unit ele-

ment of the considered ring, i.e. for arbitrary vector V the following equations
V ◦ E = E ◦ V = V hold.

The examination of the vector equation V ◦ X = E leads to the following

Lemma 3. Vectors V = (a, b, c, d) , where ab �= cd, are invertible.

Calculating number of the vectors satisfying condition ab �= cd one can get

Lemma 4. The order Ω of the multiplicative group of the considered ring is
equal to Ω = p(p − 1)(p2 − 1).

Examination of the vector Eqs. (1) and (5) for the case ab = cd leads to the
following two lemmas:

Lemma 5. For an arbitrary vector N = (a, b, c, d) such that ab = cd and aτ +
c �= 0, each of the vectors

El =
(

x,
c

aτ + c
− a + cμ

aτ + c
z, z,

a

aτ + c
− a + cμ

aτ + c
x

)
,

where x, y ∈ GF (p) acts as the left local unit element on all elements of the set
N i, where i is an arbitrary natural number, i.e., equalities El ◦ N i = N i hold
true.

Lemma 6. For an arbitrary vector N = (a, b, c, d) such that ab = cd and aμ +
d �= 0, each of the vectors

Er =
(

x,
d

aμ + d
− a + dτ

aμ + d
w,

a

aμ + d
− a + dτ

aμ + d
x,w

)
,

where x,w ∈ GF (p) acts as the right local unit element on all elements of the
set N i, where i is a natural number, i.e., equalities N i ◦ Er = N i hold true.

The sets of left and right local unit elements contain invertible and non-
invertible vectors (a ′, b ′, c ′, d ′).

It is of interest to consider subsets of non-invertible vectors. Imposing the
condition (a′b′ = c′d′) on the coordinates of the local unit elements leads to the
following two formulas describing subsets of non-invertible local unit elements:

E∗
l =

(
x;

c

aτ + c
− a + cμ

aτ + c
· c

a
x;

c

a
x;

a

aτ + c
− a + cμ

aτ + c
x

)
. (6)

E∗
r =

(
x;

d

aμ + d
− a + dτ

aμ + d
· d

a
x;

a

aμ + d
− a + dτ

aμ + d
x;

d

a
x

)
. (7)
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The elements included simultaneously in the sets (6) and (7) represent bi-side
local unit elements of the vector (a, b, c, d). From condition E∗

l = E∗
r one has

four equations with the unknown value x which are satisfied simultaneously at
some unique value x = x0:

Lemma 7. The local bi-side unit element E′ is described with the following
formula E′ =

(
x0,

d
aμ+d − a+dτ

aμ+d · d
ax0,

d
aμ+d − a+dτ

aμ+dx0,
d
ax0

)
,

where x0 = a2

caμ+cd+a2+adτ = a
cμ+b+a+dτ .

Proof of this statement is performed substituting the value x0 in the formulas
describing all possible values E∗

l and E∗
r .

It is evident that

(E′ ◦ N = N ◦ E′ = N) ⇒ (
E′ ◦ N i = N i ◦ E′ = N i

)
for all integers i. Let us consider the sequence N,N2, ..., N i (for i = 1, 2, 3, ...). If
the vector N is not a zero-divisor relatively some its power (formulas describing
zero-divisors are presented below), then for some two integers h and k > h we
have Nk = Nh and Nk = Nk−h ◦ Nh = Nh ◦ Nk−h = Nk−h ◦ Nh. Thus, we
have the following:

Lemma 8. Suppose N = (a, b, c, d) be a non-invertible vector, i.e. ab = cd,
such that there exists no integer k for which the condition Nk = (0, 0, 0, 0) holds
true. Then the sequence N,N2, ..., N i, ..., where i = 1, 2, ..., is periodic and for
some integer ω we have Nω = E′, where E′ is the local unit element such that
N ◦ E′ = E′ ◦ N = N.

If for some integer ω (that can be called order of the non-invertible vector
N) Nω = E′ holds true, then the bi-side local unit element corresponding to the
vector N can be computed as a power of N .

The following computational example illustrates this fact:
for p = 241740125706839 and μ = 1; τ = 1

N = (a, b, c, d) =
(235252752952, 124252511124, 855846652525, 52660042235214).

(8)

Computation of the value E′ as E′ = Np2−1 and with using formula from
Lemma 7 gives the same result:

E′ = (152632284483677, 212707439691227, 72220177461588, 45920349777187).
(9)

Product of some two non-invertible vectors can be equal to zero (0, 0, 0, 0)
of the ring. Such vectors are called zero-divisors. For some non-invertible vector
N = (a, b, c, d) there exit sets of the left and right zero-divisors D such that the
following equalities hold: N ◦ D = (0, 0, 0, 0) and D ◦ N = (0, 0, 0, 0).

For the first case, finding vectors D is connected with solving the systems of
two linear Eqs. (2) and (3) with the right part equal to zero of the field GF (p).



Post-quantum Cryptoschemes 189

Considering such modified systems of equations it is sufficiently easy to derive
the following formula describing the set of the right zero-divisors

Dr =
(

x; y;−a + dτ

aμ + d
x;−aμ + d

a + dτ
y

)
, (10)

where x and y take on all values in the field GF (p). Thus, for arbitrary given
non-invertible vector such that aμ+d �= 0 and a+dτ �= 0 there exist p2 different
zero-divisors including the trivial one (0, 0, 0, 0). The analogous consideration of
the left zero-divisors leads to the following formula

Dl =
(

x; y;−aτ + c

a + cμ
y;−a + cμ

aτ + c
x

)
. (11)

It is easy to see that sets of the right and left divisors include only non-
invertible vectors. Let us find intersection of these two sets. The intersection
corresponds to the pairs of the values (x, y) at which we have the following two
equalities:

−a + dτ

aμ + d
x = −aτ + c

a + cμ
y;−aμ + d

a + dτ
y = −a + cμ

aτ + c
x.

Each of the following two equations gives the following:

(aμ + d)(aτ + c)x = (a + cμ)(a + dτ)y ⇒

a2(μτ − 1)x = cd(μτ − 1)y ⇒ y =
a2

cd
x =

a

b
x.

(12)

Thus, for the case μτ − 1 �= 1 and cd �= 0 all bi-side zero-divisors of the vector
N are described with the formula

D′ =
(

x;
a

b
x;−aτ + c

a + cμ
· a

b
x;−a + cμ

aτ + c
x

)
, (13)

where x is an arbitrary element of the field GF (p).
It is of interest to get formula describing square roots from zero of the ring,

i.e., solutions of the vector equation

D ◦ D = (0, 0, 0, 0). (14)

In the case ab = cd the last equation defines the following system of linear
equations: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

a(a + b + cμ + dτ) = 0
b(a + b + cμ + dτ) = 0
c(a + b + cμ + dτ) = 0
d(a + b + cμ + dτ) = 0,

(15)
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where D = (a, b, c, d) is the unknown. From system (15) we have the
following:

Lemma 9. Square roots from the vector (0, 0, 0, 0) are non-invertible vectors
N = (a, b, c, d), the coordinates of which satisfy the condition a+b+μc+τd = 0.

Comparing Lemmas 7 and 9 one can see that for the non-invertible vectors
that are square roots from the zero vector there exist no local bi-side unity
elements. Taking into account this relation one can put forward the following
hypothesis:

Lemma 10. If the coordinates of the non-invertible vectors N = (a, b, c, d) sat-
isfy the condition a + b + μc + τd �= 0, then the bi-side local unity element can
be computed as E′ = Nω at some integer ω.

Lemmas 5 to 8 show that the set of non-invertible vectors includes different
cyclic groups with different bi-side local unit elements.

3 Finite Non-commutative Associative Algebra with
Compressing Multiplication Operation

Lemma 11. Lemma 1 is valid for the AFA defined over the field GF (p) with
Table 2 as the BVMT.

Lemma 12. Result of multiplying two arbitrary non-zero elements of the AFA
represents a vector (a, b, c, d) satisfying condition ac = bd.

Proof of this lemma includes straightforward using the definition of the multi-
plication operation and Table 2. Naturally, squaring maps set of p2 − 1 non-zero
elements of the AFA into the subset of the four-dimension vectors (a, b, c, d)
such that ac = bd number of which is equal to p3 + p2 − p. Thus, on the average
there exists approximately p different square roots from some element of the last
subset.

Lemma 13. The local right-side unit elements exist for vectors (a, b, c, d) such
that ac = bd, μa + τb �= 0, μd + τc �= 0 and the set of the right-side units of the
non-zero vector (a, b, c, d) is described with the following formula

Er =
(

x, y,
b

μa + τb
− y,

a

μa + τb
− x

)
,

where x, y ∈ GF (p).

Lemma 14. The local left-side unit elements exist for vectors (a, b, c, d) such
that ac = bd, a + d �= 0, b + c �= 0 and the set of the left-side units of some
non-zero vector (a, b, c, d) is described with the following formula

El =
(

x,
a

τ(a + d)
− μ

τ
x, z,

d

τ(a + d)
− τ

μ
z

)
,

where x, z ∈ GF (p).
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Lemma 15. The local bi-side unit elements of the non-zero vector (a, b, c, d)
such that ac = bd, μa+ τb �= 0, μd+ τc �= 0, a+d �= 0, and b+ c �= 0 is described
with the following formula

E′ =
(

x,
a

τ(a + d)
− μ

τ
x,

b

μa + τb
− a

τ(a + d)
+

μ

τ
x,

a

τ(a + d)
− x

)
,

where x ∈ GF (p).

Lemma 16. For some non-zero vector (a, b, c, d) such that ac = bd, μa+τb �= 0,
μd + τc �= 0, a + d �= 0, and b + c �= 0 there exists exactly one local bi-side unit
element E′ = (a′, b′, c′, d′) such that a′c′ = b′d′. The local bi-side unit E′ can
be computed using formula from Lemma15 and substituting the value x = x0,
where

x0 =
a2

(a + d)(μa + τb)
.

In the considered AFA the left, the right, and bi-side zero-divisors are global,
i.e. they acts on each element of the AFA. The following three lemmas describes
the sets of the mentioned three types of the zero-divisors.

Lemma 17. The set of the right-side zero-divisors is described with the follow-
ing formula

Dr = (x, y,−y,−x) ,

where x, y ∈ GF (p).

Lemma 18. The set of the left-side zero-divisors is described with the following
formula

Dl =
(

x,−μ

τ
x, z,− τ

μ
z

)
,

where x, z ∈ GF (p).

Lemma 19. The set of the bi-side zero-divisors is described with the following
formula

D′ =
(
x,−μ

τ
x,

μ

τ
x,−x

)
,

where x ∈ GF (p).

Lemma 20. Suppose the non-zero vector V = (a, b, c, d) and local bi-side unit
E′ = (a′, b′, c′, d′) corresponding to (a, b, c, d) are such that ac = bd, μa+ τb �= 0,
μd + τc �= 0, a + d �= 0, b + c �= 0, and a′c′ = b′d′. Then the local bi-side unit E′

can be computed as E′ = V ω at some integer ω.

Lemma 15 shows that the considered AFA includes different subsets of four-
dimension vectors that represent cyclic groups the units of which are different
in general case.
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4 Discussion of the Potential Application

Designing different BVMTs for defining the multiplication operation in finite
four-dimension vector space one can get different types of AFA, for example,
finite rings, non-commutative [12] and commutative ones [15]. As a particular
case of the lasts it is possible to define finite fields [15].

In accordance with the well-known Representation Theorem an m-dimension
AFA over GF (p) is isomorphic to an subalgebra of the m × m matrix algebra
over GF (p) (see, for example [16]).

In the case m = 4 one has the following illustration. For arbitrary given four-
dimension AFA multiplication of all elements of the four-dimension vector space
over GF (p) by some fixed four-dimension vector V defines a map ϕV (X) : X →
ϕV (X) of the vector space into itself (in particular cases, when the fixed vector
is an invertible element of the AFA, such map represents linear transformation
of the vector space). Indeed, from the definition of the multiplication operation
in the AFA one can see that the result of multiplication of the vector X by V
represents multiplication of the vector X by some 4 × 4 matrix MV elements of
which are defined by coordinates of the vector V and by the BVMT. Thus, it
can be written the following:

ϕV (X) = X ◦ V = X ∗ MV ,

where MV = f(V ) and ∗ denotes the matrix multiplication. Considering maps
defined by two different vectors V1 and V2 we have

ϕV2 (ϕV1 (X)) = X ◦ V1 ◦ V2 = X ◦ (V1 ◦ V2) = ϕV1◦V2 (X) .

Considering the same two maps defined by the matrices MV1 = f (V1) and
MV2 = f (V2) we get

ϕMV2

(
ϕMV1

(X)
)

= X ∗ MV1 ∗ MV2 = X ∗ (MV1 ∗ MV2) =

ϕMV1∗MV2
(X) = ϕV1◦V2 (X) = ϕf(V1◦V2) (X) .

Thus, we have
f (V1 ◦ V2) = f (V1) ∗ f(V2).

In analogous way it is easy to show the following

f (V1 + V2) = f (V1) + f (V2) .

The last two formulas show that between any four-dimension AFA over GF (p)
and some subset of the 4 × 4 matrices there exists isomorphism, i.e. the results
described in Sects. 2 and 3 relates to some subsets of the 4 × 4 matrices over
GF (p).

A characteristic feature of the ring considered in Sect. 2 and of the AFA con-
sidered in Sect. 3 is mutual associativity of different modifications of the param-
eterized multiplication operation. Such property is of interest for applications
concerning the design of the cryptoschemes using the key-dependent operations.
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It is also interesting to consider potential cryptographic applications concerning
the definition of the hidden conjugacy search problem (it can be called alterna-
tively the discrete logarithm problem in a hidden cyclic subgroup) over subset
of the non-invertible vectors.

Suppose N be some non-invertible vector in the considered FNR (or element
in the considered AFA) such that for some prime number q we have Nq = E′.
Using the local unit element E′ one can define the following homomorphism ϕt

over set of non-invertible vectors VE′ , where VE′ = V ◦ E′ and V takes on all
values in the considered ring of the four-dimension vectors.

Like standard automorphisms ψW of the finite non-commutative ring
described by the formula ψW (V ) = W−1 ◦ V ◦ W, where W is an invertible
element of the ring, the homomorphism ϕt is defined as follows:

ϕt (VE′) = Nq−t ◦ VE′ ◦ N t. (16)

Actually, the last formula defines homomorphism since with evidence the
following holds true:

ϕt (V ′
E′ ◦ V ′′

E′) =
ϕt (V ′

E′) ◦ ϕt (V ′′
E′) ,

(17)

ϕt (V ′
E′ + V ′′

E′) =
ϕt (V ′

E′) + ϕt (V ′′
E′) .

(18)

To define public-key cryptoschemes, like that described in [11], one can select
some invertible vector G having sufficiently large prime order g, which satisfies
the condition G ◦ N �= N ◦ G, and use the formula Y = Nq−t ◦ (G ◦ E′)x ◦ N t,
where Y is public key and the pair of numbers (t, x) is private key (the integers
t < q and x < g are to be selected at random).

5 Conclusion

In this paper, two new BVMTs have been introduced to define the parameter-
ized non-commutative multiplication operation in finite space of four-dimension
vectors defined over the field GF (p).

The BVMTs are characterized that each of them defines mutual associativity
of all possible modifications of the multiplication of the vectors. The first BVMT
defines an AFA that represents a FNR. Formula for the order of the multiplica-
tive group of the considered finite non-commutative ring of the four-dimension
vectors has been got and some properties of the subset of the non-invertible
vectors have been investigated.

The second BVMT defines an AFA with multiplication operation possess-
ing compression property. The AFA contains no global unit, it contains many
different subsets in frame of which local bi-side unit exists.

Using formula (16) and selecting different values t and different non-invertible
vectors N it is possible to define a variety of homomorphic maps.
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Like in papers [12,13], one can construct public-key crypto-schemes using the
homomorphisms in the considered finite ring of four dimension vectors.

Future research in frame of the concerned topic is related with proving State-
ment 10, finding new BVMT defining other types of finite algebras of four-
dimension vectors, consideration of the case of defining finite non-commutative
algebras of the vectors having dimension m > 4.
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