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Abstract. Context-aware recommender systems researches now concentrate on
adjusting recommendation results for situations specific context of the users.
These studies suggest many ways to integrate user contextual information into
the recommendation process such as using topic hierarchies with matrix fac-
torization techniques to improve context-aware recommender systems, mea-
suring frequency-based similarity for context-aware recommender systems,
collecting data from social networking to support context-aware recommender
systems, and so on. However, these studies mainly focus on the development of
context-aware recommendation algorithms to propose items to users in a par-
ticular situation and do not care about the extent of contextual involvement in
the recommendation process to make recommendation results. In this article, we
propose a new approach for context-aware recommender systems based on
objective interestingness measures to consider the contextual relationship of the
users in the recommendation process. Based on the experimental results on two
standard datasets, the proposed model is more accurate than the traditional
models.
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Objective interestingness measures � Chi-square similarity kernel

1 Introduction

The recommender systems (RS) [1, 2] are a common solution used to suggest
appropriate items for the user. This solution is widely used in many fields such as e-
commerce, e-government, e-library, medicine, etc. In order to provide the information
that usersneed to support, many recommender systems have been proposed such as
collaborative filtering recommender systems, content-based recommender systems,
demographic recommender systems, knowledge-based recommender systems, context-
ware recommender systems (CARS). The CARS [5, 6] is the system that adjusts
recommendation results for specific contextual situations of the users. In different
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situations, users can make different decisions, because users often change their pref-
erences and decisions from one situation to another. For example, the user can choose a
love movie to watch with his girlfriend or boyfriend, but if he or she goes out with
children, the cartoon is suitable. Companion (girlfriend or child), in the example above
is an influential context factor. Other examples of context can be time, location,
weather, etc. Because the user’s preferences and decisions vary depending on the
situation, consider the context when making suggestions to the user. Thus, the inte-
gration of contextual information into the counseling system has become a topic that is
becoming increasingly important in recommender systems research [12–14].

The results of the research on context-aware recommender systems in the past time
are quite rich research such as doctoral dissertation: Providing Architectural Support
for Building Context Aware Applications [7] provides a context definition and context
awareness framework, builds and develops context-aware applications, another next in
build the system found in context [13] proposes a solution to the development of a
contextual recommender systems, which is applied to the travel suggestion, to suggest
the most appropriate tourist destination travelers, frequency-based similarity measures
for context-aware recommender systems [12] combine the information in the context to
the user profile as an extra information through a new count method output, smart
media-based context-aware recommender systems for learning [14] proposes a con-
ceptual cognitive-based contextual intelligence system that can intelligently study the
user’s learning preferences as a context for making accurate and valid helpful rec-
ommendations. These studies mainly focus on the development of context-aware
recommendation algorithms to propose items to users in a particular situation. How-
ever, current research on the recommender systems does not take into account the
extent of contextual involvement in the recommendation process to make
recommendations.

In this paper, we propose a new model for recommender systems, context-aware
recommender model based on objective interestingness measures [8–10]. In this model,
we are particularly interested in the degree of contextual similarity of users during the
recommender process in order to provide items to users more accurate.

This article is organized into 6 sections. Section 1 presents introduction, Sect. 2
introduces the context-aware recommender systems, Sect. 3 describes objective inter-
estingness measures, Sect. 4 determines the similarity context of two users, Sect. 5
presents a collaborative filtering model based on similarity context, and Sect. 6 dis-
cusses about the experimental results of the model and summarizes the results.

2 Context-Aware Recommender Systems

There are many studies on the context-aware recommender systems (CARS) since the
original publication on this topic [5, 6]. Context-aware recommender systems (CARS)
is a system that tries to adapt its proposals to contextual situations specific to the user
[5, 6] because users often make different decisions in different situations. This approach
has become commonplace in many areas and the application has recently been dis-

Context-Aware Recommendation 151



covered in a number of sectors, such as tourism [18], trailers [19]. The traditional
collaborative filtering [4] can be modeled as a two-dimensional (2D) prediction.

R : Users� Items � [ Ratings

In particular, the recommender systems will predict the user’s rating values for
items that users have not rated. Context-aware recommender systems attempt to
incorporate more contextual information of users into the recommender process to
estimate user preferences. This integration transforms the predictive function of the
system from 2D space into a “multi dimensional” space.

R : Users� Items� Contexts � [ Ratings

Where, R is the prediction function for items, Users are a set of users, Items are sets
of items, Contexts are context of users and. Context is defined as “any information that
can be used to characterize an entity” [7] such as time, location, weather.

The context-aware recommendation process can take one of the following three
forms, based on how the contextual information is used, as follows: Contextual
prefltering, Contextual postfltering, and contextual modeling.

– Contextual pre-filtering [5]: In this model, the contextual information of current
user is used for selecting only the relevant set of data, and ratings are predicted
using any traditional 2D recommender systems on the selected data.

– Contextual post-filtering [5]: In this model, the contextual information is initially
ignored, and the ratings are predicted using any traditional 2D recommender sys-
tems on the entire data. Then, the resulting set of recommendations is adjusted
(contextualized) for each user using the contextual information.

– Contextual modeling [5]: In this model, the contextual information is used directly
in the modeling technique as part of the rating estimation.

3 Objective Interestingness Measures

Assume that we have a finite set T of transactions (for example, purchases from
customers in a supermarket [9]. An association rule [9] is expressed as X ! Y with X
and Y are two separate sets of elements ðX \ Y ¼ ;Þ. Element set X (corresponding Y)
is associated with a subset of transactions tX ¼ T Xð Þ ¼ T 2 T ;X�Tf g (corresponding
tY ¼ T Yð Þ). Element set X (corresponding Y ) be counted tX ¼ T X

� � ¼ T � T Xð Þ ¼
T 2 T;X�Tf g (corresponding tY ¼ T Y

� �
). To confirm or negate the tendency to have

Y when X occurs, so we will be interested in the number of elements nX�Y (negative
examples, contra-examples) inability to support the formation of association rules.
Each rule is described by four parameters: n ¼ Tj j; nX ¼ tXj j; nY ¼ tYj j; nX ¼
tX
�� ��; nY ¼ tY

�� �� (See Fig. 1).
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The interestingness value of an association rules based on an objective interest-
ingness measures (called interestingness measures for short) is computed based on four
parameters of a rule m X ! Yð Þ ¼ f n; nX ; nY ; nXY

� �
.

Example: Given two sets of elements X = {Bread}, Y = {Milk, Diappers, Beer}.
A association rules is formed in the form X ! Y. With n = 500, nX = 150, nY = 350,
nXY ¼ 10.

Objective interestingness measures to be used is Support Expectation is determined
by the formula:

m X ! Yð Þ ¼ f n; nX ; nY ; nXY
� � ¼ nX nY � nX þ nXY

� �
n n� nXð Þ ð1Þ

Thus the “interestingness value” of the association rule X ! Y on the basis of the
interestingness measures m is defined as:

m X ! Yð Þ ¼ 150 � 350� 150þ 10ð Þ
500 � 500� 150ð Þ ¼ 0:18

4 Context Similarity Between Two Users

4.1 Contextual Information of a User

Context information of users are the factors that directly influence the selection of items
or services when users participate in the recommender systems. For example, when
users want the systems support to booktours for their vacation, the contextual factors
about time (season) and accompanying persons will be affected greatly to the users to
choose the location for the trip. From the description above, we can see that the
contextual information of the users depends on the particular problem. However, to

Fig. 1. The cardinality of an association rule X ! Y [9].
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model the context-based recommender problem, the context information of the user is
defined as follows:

For a set U ¼ u1; u2; . . .; unf g includes n users, the contextual information of each
user ui defined in the k-dimension space as follows:

Cui ¼ ci;1; ci;2; . . .; ci;k
� �

where ci;k is the context property value k of user ui.

4.2 Context Similarity Between Two Users

Currently, there are several measures proposed to calculate the contextual similarity
value between two users in the k-dimensional vector space. In this study, to calculate
the contextual similarity between two users, we used Chi-Square Similarity Kernel [20]
measures with the formula defined as follows:

Suppose that two users ui and uj have contextual information defined by two
vectors in k-dimensional space with following values: Cui ¼ ci;1; ci;2; . . .; ci;k

� �
and

Cuj ¼ cj;1; cj;2; . . .; cj;k
� �

, then the contextual similarity between the two users ui and uj
are computed by the following formula [11]:

K Cui;Cuj
� � ¼

Xk

z¼1

2ci;zcj;z
ci;z þ cj;z

ð2Þ

Where K Cui;Cuj
� �

is contextual similarity value between users ui and uj; k is the
dimension of vector space (the number of user contextual properties); ci;z is the context
similarity property value z of user ui; cj;z is the context similarity property z of user uj.

4.3 Context Similarity Matrix

Context similarity matrix between users is a symmetric matrix with structure: rows,
columns of the matrix are users, cells of the matrix (intersection of rows and columns)
are the context similarity value between two users on the corresponding row and
column. For user set U ¼ u1; u2; . . .; unf g, the context information of each user is
represented by a k-dimensional vector Cui ¼ ci;1; ci;2; . . .; ci;k

� �
, then, the context

similarity matrix between the users is defined as follows:

Matrixsim Cð Þ ¼
1 s12 � � � s1n
s21 1 . . . s2n
..
.

: . .
. ..

.

sn1 sn2 � � � 1

0
BBB@

1
CCCA

Where si;j is the context similarity value between two users ui and uj. This value is
calculated by the formula (2).
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5 Collaborative Filtering Model Based on Context Similarity

5.1 Model Definition

Collaborative filtering model based on context similarity (CUBCF) is defined as
follows:

Suppose that U ¼ u1; u2; . . .; unf g is a set of n users; I ¼ i1; i2; . . .; imf g is a set of
m items; Cuj ¼ cj;1; cj;2; . . .; cj;k

� �
is a vector that determines value for context infor-

mation of user uj; R ¼ rj;k
� �

is rating matrix of nusers (U) for m items (I) in context
information (C) with each row representing one user uj ð1� j� nÞ, each column
represents one item ik ð1� k�mÞ, rj;k is the rating value of user uj for item ik in context
Cuj, N is the number of items with the highest rating value and ua 2 U is user who
needs recommendation with contextual information Cua ¼ ca;1; ca;2; . . .; ca;k

� �
.

Collaborative filtering model based on context similarity is presented as follows:
Figure 2 presents a collaborative filtering model based on context similarity. In

particular, In the first phase, the contextual information is used to construct a rating
matrix by using two techniques: User splitting and item Splitting; In the nextphase,
based on the context properties of users to build context similarity matrix between the
users; Finalphase, the collaborative filtering model based on context similarity is built
based on integration matrix between rating matrix and context similarity matrix.

Fig. 2. Collaborative filtering model based on context similarity.
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5.2 Collaborative Filtering Based on Context Similarity Algorithm

From the collaborative filtering model based on context similarity, we build a col-
laborative filtering algorithm based on context similarity that includes the following
steps:

6 Experiment

6.1 Data Description

In this experiment, we used two different datasets to run the model on two different
scenarios:

In scenario 1, we conducted experiments on DePaul_Movie dataset [17] is a col-
lection of data collected from surveys from students, with 97 students required to rate
79 films in terms of context: time, place, and companions (5043 ratings from 1 to 5).

In scenario 2, we conducted experiments on InCarMusic dataset [16]. This dataset
includes 43 users rated 139 music compositions with 8 different contextual conditions
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such as: driving style, lands cape, mood, natural phenomena, road type, sleepiness,
traffic conditions, weather was organized into forms data frame with 4012 rows, 11
columns in that column Rating value is between 1 and 5.

6.2 Implementation Tools

In order to conduct experiment, we use tools ARQAT implemented on programming
language R. This is a toolkit developed by our team from the foundation of the tool
ARQAT [15]. This tool includes functions: data processing; calculating context simi-
larity of two users; building and evaluating recommender models [3].

6.3 Scenario 1: Experiment on DePaul Movie Data Set

Data Selecting and Processing. DePaul_Movie dataset is stored as a data frame of
properties UserID, ItemID, Rating, Time, Location, Companion. Where, the UserID
has 97 values for 97 different users; The ItemID has 79 values with 79 decoded based
on the context propertíe of 319 movies according to the movie criteria with the same
movie name and different context properties (Time, Location, Companion); Rating
values have five continuous values of 1 to 5 (with value 1 is 829; value 2 is 625; Value
3 is 1007; value 4 is 1.212; value 5 is 1.307). In particular, the majority of values
ranged from 3 to 5 and 5 are the highest rated values. In order to clearly see the
distribution of the rating values for the DePaul_Movie dataset, we use the heat chart to
represent the user’s rating values as shown in Fig. 3.

From the heat chart, we find that the distribution of the rating value of users for movies
is relatively uniform. Although, there is a difference in assessed value in the two
evaluation groups (1, 2) and (3, 4, 5) but the discrimination rate is not too far. So, we
decided to select all the users who have ratings and all the films to build experimental
data sets for the model. As such, the empirical data is full of 5043 lines with ratings
from 1 to 5. In it, we divide the dataset into two subsets with training dataset and test
dataset accounting for 80% and 20% respectively.

Fig. 3. The heat chart presents the distribution of user ratings on the DePaul Movie data set.
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Model Results. With the goal of checking the model’s accuracy on the dataset with
some contextual similarities (3 properties). We conducted model training on a training
dataset with 78 users and tested the results of the model on a test dataset with 19 users.
The result of the model is exported in matrix format with structure 10 � 19 (each
column is a user; each cell is a selected movie to recommend for the user in the
corresponding column). Figure 4 presents the results of recommender model to the first
5 users; each of them selects the 10 highest rated movies.

Model Evaluation. To see the effect of the recommender model, we conducted a
comparison of the accuracy of the proposed model with the accuracy of User-based
collaborative filtering recommender model (UBCF) based on the k-fold assessment
method with k = 5 and for two rating models run with the number of movies being
introduced to the user increasing from 1 to 40. The comparison of the accuracy of the
two models is shown in Fig. 5. This result shows the indicators Precision, Recall of the
CUBCF model is higher or equal to those of the UBCF model. Specifically, when the
number of movies introduced from 10 to 25, the Precision, Recall of the proposed
model has a higher value than the two values on the UBCF model. This shows that the

Fig. 4. Display the results of 5 users (each user is a column). In that, each user is advised 10
product codes.

Fig. 5. Diagram showing the accuracy of two models on the DePaul_Movie dataset.
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integration of contextual information of users based on objective interestingness
measures to User-based collaborative filtering recommender model can improve the
accuracy of the model.

6.4 Scenario 2: Experiment on InCarMusic Data Set

Data Selecting and Processing. The InCarMusic dataset includes the following
properties: UserID, ItemID, Rating, DrivingStyle, Landscape, Mood, Natural
Phenomena, RoadType, Sleepiness, Traffic Conditions, Weather. UserID has 43 values
for 43 different users rated 139 music files broken down based on context properties to
43 UserID � 835 ItemID by the same User and Item criteria and 8 different context
conditions for 4012 values. The rating is the same as the original dataset. This dataset
has 37.09% users rated 1, 17.67% users rated 2, 16.40% users rated 3, 12.86% users
rated 4 and 12.93% users rated 5 and only 3.04% users rated 0. Thus, the survey found
that the number of music works rated by users at level 1 accounted for the largest
number, while the ratings from 2 to 5 accounted for the average level and only a few
user rated at 0. Therefore, we proceed to construct the dataset for the model in terms of
selecting all the information in the dataset. After performing the selective operations,
we have a data matrix for the experiment of size 43 � 835. Similar to scenario 1, the
experimental data matrix is divided into two subsets: training dataset is 35 � 835
(80%), test dataset is 8 � 835 (20%) (Fig. 6).

Model Results. With the goal of testing the accuracy of the model on datasets that
have multiple contextual properties (8 properties), we conducted model training on a
training dataset with 35 users and tested the results of the model on a test dataset with 8
users. The result of the model is exported in matrix format with structure 10 � 8 (each
column is a user; each cell is a selected movie to recommend for the user in the
corresponding column). Figure 7 shows the recommendation results for the first 5
users, with each user choosing the 10 highest rated music files.

Model Evaluation. Similar experimental scenario 1, In this empirical evaluation, we
compared the accuracy of the CUBCF model with the accuracy of the UBCF model
based on the methodology for constructing the assessment data K-fold with k = 5 and

Fig. 6. The heat chart shows the distribution of the user’s rating on the InCarsMusic dataset.
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for two running models with the number of songs introduced to the user increasing
from 1 to 40. The comparison of the accuracy of the two models is shown in Fig. 8.
This result shows that the Precision, Recall of the CUBCF model is always higher than
those values of the UBCF model. Specifically, when the number of songs introduced
from 5 to 25, the Precision of the proposed model has a higher value than the UBCF
model. This can again confirm that integrating user contextual information based on
objective interestingness measures into the user-based collaborative filtering recom-
mender model can dramatically improve accuracy of the model.

7 Conclusion

In this paper, we propose a new approach for context-aware recommender systems
based on objective interestingness measures to consider the contextual relationship of
the users in the recommendation process. In this model, we use the contextual infor-
mation of the users to process the model’s input data and integrate the contextual
information of the users to build the context-aware recommender model based on
context similarity. Based on the experimental results on the two data sets DePaul_-
Movie and InCarMusic, our proposed model (CUBCF) is more accurate than the

Fig. 7. Present the recommended results on the InCarMusic file.

Fig. 8. The two model accuracy comparison charts on the InCarMusic dataset.
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UBCF model. This empirical result can confirm that the collaborative filtering model
integrates user contextual information based on objective interestingness measures that
can be applied in practice.
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