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Abstract. In this paper, we study the link scheduling problem in cache-
enabled device-to-device (D2D) wireless networks considering the quality-
of-service (QoS) requirement of each scheduled D2D link. We propose a
segment-based link scheduling method which consists of two phases, user
pairing and link scheduling, to maximize the overall system through-
put. We designed a segment factor to control interference among the
established D2D links in the link scheduling phase. With the proposed
method, interference among different scheduled D2D links can be signif-
icantly reduced and the QoS of each link can be guaranteed. Simulation
results show that the proposed method outperforms the existing ones in
terms of overall system throughput and the number of scheduled D2D
links.
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1 Introduction

The widely used smart phones and the popularity of tablets have greatly boosted
the demand for wireless video services. The videos services will soon occupy
most of the wireless data traffic, and lead to a rapid growth in the wireless
data traffic [1]. The heavy wireless data traffic has been imposing a significant
burden on the current wireless infrastructure. Introducing the caching technique
has been a promising solution to solve this problem [2]. Through the caching
technique, users can obtain their desired popular files from nearby users via
D2D communication links, rather than the base station (BS) [3].

Currently, some contributions discuss the link scheduling problem in cache-
enabled D2D networks. In [1], the macro-cell is divided into some small clusters
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to reduce intra-cluster interference. However, it ignores the co-channel interfer-
ence among different clusters. In [4], the authors made some modifications over
the conventional information-theoretic link scheduling (ITLinQ), called cached
ITLinQ, where each destination user is connected to the closest source user that
caches its requested file. However, the oversimplified user pairing without consid-
ering the interference causes performance loss. The content-centric link schedul-
ing (CTLinQ) algorithm was proposed in [5] to obtain the maximum number of
activated links. In the first phase of CTLinQ, priorities are given to potential
D2D links according to their channel gains. This makes the schedule links set
settled to a large extent, even though the co-channel interference is considered
in the second phase of CTLinQ. However, the latter consideration of interfer-
ence will degrade the performance of this algorithm in terms of the number of
activated links. In [6], the caching and scheduling policies were jointly designed
to maximize successful offloading probability. The authors designed a scheduling
factor which divided the given duration into some equal-length time slots to con-
trol interference among the established D2D links. However, the oversimplified
partition limits the performance.

In this paper, we propose a segment-based link scheduling method which
consists of two phases for the link scheduling problem in cache-enabled D2D
networks. In the first phase, we obtain the set of schedule D2D links according
to users’ cached file and requested file. In the second phase, we design a segment
factor to control interference among the scheduled D2D links. With the proposed
method, we can make both the overall system throughput and the number of
scheduled D2D links improved. Our results demonstrate the advantages of the
proposed method by comparing with the cached ITLinQ method in [4] and the
CLTinQ method in [5].

2 System Model and Problem Formulation

2.1 System Model

We consider a cache-enabled D2D wireless network, where a BS with coverage
radius RB is located at the center of a cell. In this paper, we do not consider
the mobility of users [7]. We assume that N users distribute uniformly in the
coverage of BS. For notational simplicity, we assume that each user has cached a
popular file from a file library with M identical size files [8]. Suppose that each
user requests one file from the library independently, whose popularity follows
Zipf distribution [9]. If we rank M files in terms of popularity in a decreasing
order, then the requested probability of the i-th ranked file is given by

pr(i) =
1

iγr

M∑

j=1

1
jγr

, i = 1, 2, ...,M, (1)

where γr is the requested Zipf exponent. Here, the large value of γr means that
the requests concentrate on the high ranking files.
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In the system, a user can obtain its requested file through three ways: self-
serve, D2D-Serve or BS-Serve. Here, we mainly discuss the D2D-Serve. We label
D2D transmitter (DT) as the user who transmits file, and D2D receiver (DR)
as the user who receives file. In our paper, point-to-point link and half-duplex
operation modes are assumed [10]. That is, a user can communicate with at most
one user, and it cannot transmit or receive files simultaneously. For any DR, only
the nearest user who cached its requested file serves as a DT. For any DT, only
transmits the file to the nearest user who requests its cached file. In addition,
we also assume that all D2D links operate in the same frequency bandwidth,
and the cellular links and D2D links operate in orthogonal frequency bandwidth
[10].

2.2 Problem Formulation

We define U = {u1, u2, ..., uN} as a set of N users, and V = {(ut, ur) |ut ∈
U, ur ∈ U, ut �= ur} as the set of D2D pairs, where (ut, ur) is a D2D pair. Here,
ut and ur represent a DT and a DR respectively. In addition, a D2D pair (ut, ur)
needs to satisfy the two conditions as follows:

(a) D2D-Serve condition: ur cannot cache the file requested, it needs to obtain
the requested file from other users via D2D link, i.e., fc(ur) �= fr(ur), where
fc(ur) and fr(ur) represent the cached file and requested file of ur, respec-
tively. To obtain the D2D pair (ut, ur), ut needs to cache the requested file
of ur. This means fc(ut) = fr(ur), where fc(ut) represents the cached file of
ut.

(b) D2D range condition: We define dut,ur
as the distance between ut and ur.

In order to establish a D2D communication link, dut,ur
should be less than

or at least equal to the D2D help distance, i.e., dut,ur
≤ RD2D, here RD2D

is the D2D help distance.

If a D2D pair (ut, ur) satisfies the two conditions, it is a potential D2D link.
Denote the set of all these potential D2D links as S= {(ut, ur) | (ut, ur) ∈
V, (ut, ur) satisfies conditions (a) (b)}. Then, the set of potential D2D links S
is a subset of V .

To indicate the schedule process, we define a binary variable vut,ur
as below:

vut,ur
=

⎧
⎨

⎩

1, (ut, ur) ∈ S and (ut, ur) is scheduled,
0, (ut, ur) ∈ S but (ut, ur) is removed

or (ut, ur) /∈ S,
(2)

where (ut, ur) ∈ V . Then, the set of schedule D2D links, which is a candidate
set for scheduling, can be expressed as

L = {(ut, ur)|(ut, ur) ∈ V, vut,ur
= 1}. (3)

Then L is a subset of set S. Assume that the number of D2D links in the set L
is l, i.e., |L| = l.
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Since we consider the point-to-point link, the following condition needs to be
satisfied, ∑

ur∈U,ur �=ut

vur,ut
+

∑

ur∈U,ur �=ut

vut,ur
≤ 1,∀ut ∈ U. (4)

In addition, the half-duplex operation mode can be expressed as
∑

ur∈U,ur �=ut

vur,ut

∑

ur∈U,ur �=ut

vut,ur
= 0,∀ut ∈ U. (5)

After we obtain the set of schedule D2D links L, the signal-to-interference-
plus-noise ratio (SINR) of (ut, ur) ∈ L can be expressed as

SINRut,ur
=

Ptd
−α
ut,ur∑

um∈UT
Ptd

−α
um,ur + Pn

, (6)

where Pt is the transmission power, Pn is the power of noise, α is the path loss
exponent, and

∑
um∈UT

Ptd
−α
um,ur

is the total interference from all the other DTs
(constituting the set UT ). In addition, we assume that the transmission power
Pt and the power of noise Pn are known to all users [11], thus the DRs of D2D
links can obtain their SINR.

To satisfy the users’ QoS, the data rate of D2D link (ut, ur) ∈ L has to be
greater than or equal to the data rate threshold R0, i.e.,

Rut,ur
= W log2(1 + SINRut,ur

) ≥ R0, (7)

where W denotes the bandwidth.
This paper aims at maximizing the total system throughput. We define the

overall system throughput as ST , then the problem can be formulated as

max ST =
∑

(ut,ur)∈L

W log2(1 + SINRut,ur
)

s.t.
∑

ur∈U,ur �=ut

vur,ut
+

∑

ur∈U,ur �=ut

vut,ur
≤ 1,∀ut ∈ U,

∑

ur∈U,ur �=ut

vur,ut

∑

ur∈U,ur �=ut

vut,ur
= 0,∀ut ∈ U,

Rut,ur
≥ R0,∀(ut, ur) ∈ L,

vut,ur
∈ {0, 1},∀(ut, ur) ∈ V.

(8)

Next, we will develop a segment-based link scheduling method to obtain the
solution.

3 Segment-Based Scheduling Algorithm

The proposed method consists of two phases: The first phase considers the D2D-
serve condition to obtain the schedule D2D links. In the second phase, we design
a segment factor to divide a given duration T into two different time slots. We
rank the files in library in terms of popularity in a decreasing order. In the
meantime, the segment factor also divides the popular files into two segments
correspondingly. Thus, the set of schedule D2D links can be divided into two
subsets according to the D2D links’ transmitting file. The links in two different
subsets will be scheduled in different time slots.
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3.1 Phase 1: User Pairing

In this phase, we first obtain the set of potential D2D links S. Then, according
to (4) and (5), we obtain the set of schedule D2D links. Algorithm 1 shows the
details about this user pairing algorithm to obtain the set of schedule D2D links.

Algorithm 1. User Pairing Algorithm.
1: Step 1: The BS collects the users’ requested and cached file, i.e., fr(ui) and fc(ui)

(i = 1, 2, ..., N).
2: Step 2: The BS chooses the D2D links which satisfy the conditions (a) and (b),

then obtains the set of potential D2D links S.
3: Step 3: For any DR, only the nearest user who cached its requested file can serve

as a DT. For any DT, only transmits the file to the nearest user who requests its
cached file, the set of schedule D2D links L is obtained finally.

3.2 Phase 2: Link Scheduling

After we obtain the schedule D2D links in the previous step, these links have
not been scheduled at this time. Some of them may not meet the requirement
on QoS.

Fig. 1. Illustration of the division of the popular files, where popular files have been
ranked in terms of popularity in a decreasing order.

In order to divide the set of schedule D2D links into two subsets, we design a
segment factor θ, θ ∈ { 1

M , 2
M , ..., 1}. This segment factor divides the duration T

into two different time slots. The length of the first time slot is θ1T , and another
is θ2T , where θ1 = θ, θ2 = 1 − θ. After we rank the files in library in terms of
popularity in a decreasing order, the segment factor θ also divides the popular
files into two segments with length θ1M and θ2M respectively, as shown in Fig. 1.
For example, if a file is ranked the top θ1M , it will be at the first popular files
segment.

Figure 2 illustrates the segment-based link scheduling method, which operates
periodically with a given duration T . From the figure, we can observe that k
D2D links are scheduled in the first time slot, and another l − k D2D links are
scheduled in the second time slot.
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Fig. 2. Illustration of the segment-based link scheduling method for schedule D2D
links.

For each established D2D link, there is a file transmitting from the DT to its
corresponding DR. Only the D2D link whose transmitting file is in the first files
segment can be scheduled in the first time slot, and stays muting in another time
slot. While the D2D link whose transmitting file is in the second files segment
will be scheduled in the second time slot. That means, the transmitting file of a
D2D link decides the time slot that the D2D link will be scheduled. For example,
assume that a D2D link (ut, ur) ∈ L transmits the file fi, (i = 1, 2, ...,M). Then,
according to the partition of the popular files, if the file fi is the top θ1M files,
the link (ut, ur) will be scheduled in the first time slot, otherwise it will be
scheduled in the second time slot.

We assume that the links scheduled in the first time slot belong to the link
set L1, and the others belong to the link set L2. Both of these sets are subsets
of the schedule links set L. The relationships between these sets are given by

L = L1 ∪ L2, (9)

and
L1 ∩ L2 = ∅. (10)

Based on the aforementioned contents, we can rewrite SINRut,ur
of (ut,ur) ∈

Li (i = 1, 2) as

SINRut,ur
=

Ptd
−α
ut,ur∑

um∈UTi
,i=1,2

Ptd
−α
um,ur + Pn

, (11)

where UTi
is the set of DTs in i-th time slot.

Then, according to [6], the data rate of the D2D link (ut, ur) in the i-th time
slot is

Rut,ur
= θiW log2(1 + SINRut,ur

). (12)

With the growth of θ, the data rate of the D2D links in the first time slot increases
according to (12). Due to the higher ranking files have a higher probability to
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be requested, the number of links in the first time slot is more than the second
time slot. Thus, in order to obtain the maximum system throughput, we have
the following expression as

θ1 > θ2. (13)

When θ reaches a certain point, the number of D2D links scheduled simultane-
ously in the first time slot is too large, leading to more interference. This will
cause the data rate of the first time slot to decrease, so the optimal θ needs to
be obtained.

Based on the schedule D2D links that we obtained in the phase 1, the problem
can be expressed as

max ST =
∑

i=1,2

∑

(ut,ur)∈Li

θiW log2(1 + SINRut,ur
)

s.t. Rut,ur
≥ R0,∀(ut, ur) ∈ L,

L=L1 ∪ L2, L1 ∩ L2=∅,
θ1 = θ, θ2 = 1 − θ, θ ∈ { 1

M , 2
M , ..., 1},

θ1 > θ2.

(14)

The overall system throughput consists of the throughput of the two subsets.
As mentioned above, the file library has M files, due to (13), we start the search
at the (M

2 + 1)-th file, i.e.,

θ =
M
2 + 1
M

. (15)

Although D2D links are scheduled in different time slots, there are still some
links may not meet the requirement on QoS. If this happens, they cannot be
scheduled finally and have to be removed. However, instead of removing these
links together, we remove them one by one. The link that has the minimum data
rate will be removed from the set of schedule links successively, until all scheduled
D2D links can meet the QoS requirement. Suppose that there are Qi D2D links
in Li cannot meet the Qos requirement, then the D2D link (ut, ur)j ∈ Li which
should be removed according to the following expression,

j = arg
1≤j≤Qi

min{R(ut,ur)j
}, (ut, ur) ∈ Li. (16)

In this way, the co-channel interference can be reduced. After removed some
links, the links that originally cannot be scheduled may finally meet the QoS
requirement.

Algorithm 2 provides the details on how to obtain the optimal θ to maximize
the system throughput. Specifically, we start searching at a certain θ, under
which we calculate the data rate of scheduled D2D links that meet the QoS
requirement. In the meantime, we remove the D2D links which cannot satisfy
the requirement one by one based on (16), until all D2D links satisfy the QoS
requirement. Then, we obtain the overall system throughput and the number of
scheduled D2D links. Next, we conduct the search by repeating the above steps.
As a result, we can obtain the optimal θ that maximizes the system throughput.
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Algorithm 2. Link Scheduling Algorithm.
1: After user pairing phase: (ut, ur) ∈ L
2: Initialization: R0, STemp = 0, NTemp = 0

3: For θ = (
M
2 +1

M
) : 1

M
: 1 do

4: θ1 = θ, obtain the links set L1

5: While ∃(ut,ur) ∈ L1, Rut,ur < R0 do
6: calculate Rut,ur = θ1W log2(1 + SINRut,ur )
7: remove (ut,ur) ∈ L1 that has the minimum data rate
8: end while
9: θ2 = 1 − θ, obtain the links set L2

10: While ∃(ut,ur) ∈ L2, Rut,ur < R0 do
11: calculate Rut,ur = θ2W log2(1 + SINRut,ur )
12: remove (ut,ur) ∈ L2 that has the minimum data rate
13: end while
14: calculate the system throughput ST and the number of scheduled links NSchedule

15: If ST > STemp then
16: STemp = ST

17: NTemp = NSchedule

18: end if
19: end for

4 Simulation Results

In the simulation, we assume that each user caches a file according to Zipf
distribution with the exponent γc. The main simulation parameters are listed
in Table 1. For comparison, we provide the simulation results to demonstrate
the performance of the cached ITLinQ algorithm in [4] as well as the CTLinQ
algorithm in [5].

Table 1. Parameter settings

Parameters Values

The coverage radius of the BS: RB 600 m

The D2D help distance: RD2D 100 m

The number of users in the coverage of the BS: N 500

The number of files in the networks: M 1000

The cached Zipf exponent: γc 1.2

The requested Zipf exponent: γr 0.6

The path loss exponent: α 4

The D2D transmit power: Pt 20 dBm

The noise power density: Pn −170 dBm\Hz

The bandwidth: W 1 MHz
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Figure 3 compares the number of scheduled D2D links versus the data rate
threshold. Here, we assume that the number of files is 50, i.e., M = 50. From the
figure, the number of scheduled D2D links decreases as the data rate threshold
increases. This is because if the QoS requirement get stricter, the number of
the D2D links which meet the requirement would decrease, then less D2D links
can be obtained. We can observe that the performance of the three schemes are
better than the CTLinQ and the cached ITLinQ schemes, and the schemes of
different segment reach the similar performance. In particular, the complexity
of the algorithm will increase as the number of segments grows. Then, it is more
efficient to choose the two-segment scheme than the others.
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Fig. 3. Performance comparison of different segment schemes in terms of the number
of scheduled D2D links, where RD2D = 100 m, γr = 0.6.
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Fig. 4. Performance comparison of different schemes in terms of the overall system
throughput, where RD2D = 100 m, γr = 0.6.
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Figure 4 shows the comparison of the overall system throughput between the
three methods. From the figure, as the data rate threshold R0 increases, the
system throughput in three methods first increases and then decreases. This is
reasonable because as the data rate threshold increasing, there are more D2D
links cannot meet the QoS requirement which will be removed in the phase 2.
The interference to the existing links will decrease, then the system throughput
first increases. As the data rate threshold increasing continually, the number
of D2D links which can meet the Qos requirement is decreasing. As the figure
shows, while R0 ≥ 2, the system throughput starts to drop.

Fig. 5. Performance comparison of different schemes in terms of the number of sched-
uled D2D links, where RD2D = 100 m, R0 = 1 Mbps.

The impact of the request Zipf exponent is shown in Fig. 5. From the figure,
as γr increases, the requests are more concentrated on high ranking files, which
leads to a higher probability of finding their the requested file in the nearby
users’ cache. Thus the increasing γr raises the number of scheduled D2D links.

5 Conclusions

In this paper, we proposed a segment-based link scheduling method in cache-
enabled D2D wireless networks considering the QoS requirement of each D2D
link. The first phase obtains the schedule D2D links, and the second phase
designs a segment factor to maximize the overall system throughput. Simulation
results showed that the performance of the proposed method outperforms the
existing cached ITLinQ and CTLinQ methods.
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