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Abstract. While authentication has been widely studied, designing
secure and efficient authentication schemes for various applications
remains challenging. In this paper, we propose a self-adaptive authenti-
cation mechanism, Multi-item Passphrases, which is designed to mitigate
offline password-guessing attacks. For example, “11th July 2018, Nan-
jing, China, San Antonio, Texas, research” is a multi-item passphrase. It
dynamically monitors items and identifies frequently used items. Users
will then be alerted when there is need to change their passphrases based
on the observed trend (e.g., when a term used in the passphrase consists
of a popular item). We demonstrate the security and effectiveness of the
proposed scheme in resisting offline guessing attacks, and in particular
using simulations to show that schemes based on multi-item passphrases
achieve higher security and better usability than those using passwords
and diceware passphrases.

Keywords: Offline guessing attacks · Self-adaptive · Authentication
Passphrases

1 Introduction

Access control schemes, such as those based on biometrics, graphical passwords,
and hardware tokens [1,11], are fundamental in ensuring the security of systems
and data. Due to the associated benefits of using (textual) passwords (e.g., low
cost, and ease of use and implementation), the latter is the most commonly used
form of authentication and likely to remain popular in real-world applications.

There have been a number of incidents where hashed passwords were exfil-
trated or leaked due to the servers being compromised (e.g., by exploiting
existing vulnerability(ies) in the servers) [4,8]. As most user passwords are
human-memorable with low entropy [14,24], it would also be easy to brute-force
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such passwords offline, particularly using advanced probabilistic password guess-
ing/cracking techniques [13,15,17]. In other words, organizations can no longer
rely on only salt and hashing to protect user passwords.

In this paper, we propose a self-adaptive approach, Multi-item Passphrases. A
multi-item passphrase is a sequence of multiple items. For example, “3rd August
2005, Jack, wife, holiday, Maldives” is a multi-item passphrase. Bonneau et al. [3]
explained that passphrases are vulnerable to guessing attacks in practice, because
users select popular words in natural language. Our approach is designed to mit-
igate this limitation because Multi-item Passphrases can self-adaptively remove
popular words. In other words, our approach builds on existing password-based
authentication and hence, will be significantly less expensive for e-commerce
organizations to adopt this approach (rather than one that requires a complete
overhaul of the entire system).

Our approach monitors items that are being used and flags frequently used
words in a self-adaptive way. The items in a multi-item passphrase can be input
in a different order than initially enrolled. The proposed Multi-item Passphrases
approach includes our self-adaptive algorithm, which is designed to recognize
and remove popular items dynamically. To demonstrate the potential of this
approach, we build three text password-based authentication systems for eval-
uation. Findings from the quantitative experiment show that multi-item pass-
phrases achieve higher security and better usability than passwords and diceware
passphrases. The participants also rated multi-item passphrases higher. We also
evaluate participants’ attitude towards frequent passphrase changes and sum-
marize their remarks.

In the next section, we will describe the relevant background materials.

2 Background

Offline attackers are able to guess user private passwords correctly from the files
of hashed passwords, mainly due to advances in computing technologies and the
low entropy of the passwords (e.g., users selecting easy-to-remember passwords
and the set that comprises these passwords is small).

For simplicity, we consider a setting with two users, Alice and Bob. All the
possible passwords in the password space constitute the set P . In theory, Alice
can choose any password in P . In fact, Alice only selects those that are easy to
remember in P , say set A. In other words, passwords in Ā (i.e., P −A) are hard
to remember for Alice, and hence Alice does not choose passwords in Ā. The
same can be said for Bob, where Bob does not choose passwords in B̄ = P − B,
where B is the set of easy-to-remember passwords for Bob.

In reality, there are passwords that are deemed to be easy to remember by
both Alice and Bob. Thus, Alice’s password set overlaps Bob’s: A

⋂
B �= ∅, which

is illustrated in Fig. 1a. If there are three users: Alice, Bob and Charlie, then
these three users’ password sets contain certain common passwords (see Fig. 1b).
If there are more users, they are most likely to share common passwords (see
Fig. 1c). This is evident from several real-world incidents [15,24]. The implication



206 J. Shen et al.

of this is that these commonly used passwords (the central dark circle in Fig. 1c)
can then be used to facilitate password guessing, and this is also leveraged in
password cracking tools such as John the Ripper.

Therefore, in this paper, we seek to remove the overlapping user password
sets, such as the central dark circle in Fig. 1c.

A B

a

A B

C

b

A B

C

c

Fig. 1. (a) The area of circle A represents all potential passwords that Alice may
choose, the area of circle B represents those that Bob may choose. Alice’s password set
overlaps Bob’s: A

⋂
B �= ∅. (b) Alice, Bob and Charlie’s password sets contain common

passwords: A
⋂

B
⋂

C �= ∅. (c) Users’ password sets contain common passwords. The
central dark circle are the common passwords for all users.

Our proposed Multi-item Passphrases approach is based on the premise that
if both Alice and Bob construct their passwords independently and in a way
that both their potential password sets are different (i.e., A

⋂
B = ∅), then the

adversary will have no leverage in the password guessing. We will present the
proposed approach in the next section.

3 Proposed Multi-item Passphrases Approach

Our approach seeks to identify and remove popular passwords from the password
space.

3.1 Passphrase

There are a number of questions we need to consider. First, if a specific password
is popular, should we remove the whole password or some characters in this
password? If we do the former, how do we address other passwords that similar
to this one and how do we define this kind of similarity? If the latter, which
characters in this password should be removed? Additionally, there are only 95
printable characters in total, if we remove some characters, then the password
space shrinks fast. Hence, we utilize passphrases instead of passwords.

A passphrase composes of items, and these are mainly English words. Com-
mon English words include nouns and noun phrases, such as “sun”, “flower”,
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Fig. 2. The process from a user’s passphrase to the final digital digest. The items in a
passphrase are sorted in this process.

“Romeo and Juliet”. As there are significantly more numerals and some num-
bers are private to users (e.g., concatenation of user’s and user next of kin’s
birthdays), attackers will take a longer time to correctly guess the numerals.
Verbs and nouns can form sentences, and sentences may be clues to the attack-
ers. Hence, we do not suggest users select a verb as an item. Adjectives and nouns
always constitute frequently-used set structures, which decrease the attackers’
guessing difficulty. Hence, we also do not suggest users select an adjective as an
item. In order to enrich the item space, characters (including English letters, dig-
its and symbols) and their arbitrary combinations are also considered as items
in passphrases.

3.2 Modeling

The noun space is N1, the noun-phrase space is N2, the numeral space is N3,
and the character space is N4. N = N1

⋃
N2

⋃
N3

⋃
N4. The total number

of nouns, noun phrases, numerals, character combinations in N is n = |N|.
Each noun, noun-phrase, numeral, or character combination is an item, and
each item belongs to N. N is the item space. A passphrase P consists of k items:
P = {Ii1 , Ii2 , Ii3 , ..., Iik}. Each item is sorted by alphanumeric order in N. For
example, if r < s, Ir < Is. Each passphrase P is just a set of items whose order
does not matter. For example, if P1 = {Ir, Is} and P2 = {Is, Ir}, then P1 = P2.
Here, r, s, k, i1, i2, i3, ..., ik are all natural numbers.

When a user creates an account and specifies a passphrase P =
{Ii1 , Ii2 , Ii3 , ..., Iik}, the authentication system of the server computes the dig-
ital digest of this passphrase P. The authentication system needs to sort the
items in the passphrase P because the user can input these items in any
order. Without loss of generality, we assume i1 < i2 < i3 < ... < ik. First,
the authentication system generates a random salt value for this passphrase.
Then, it computes the hash value for each item attached this salt with a
hash function Hash: H1 = Hash(salt‖Ii1), H2 = Hash(salt‖Ii2), H3 =
Hash(salt‖Ii3), ...,Hk = Hash(salt‖Iik). After that, the authentication system
iteratively computes HMAC values with an HMAC function Hmac: hmac1 =
Hmac(salt,H1), hmac2 = Hmac(hmac1,H2), hmac3 = Hmac(hmac2,H3), ...,
hmack = Hmac(hmack−1,Hk). Finally, it computes the digest with a slow hash
function SlowHash: digest = SlowHash(hmack). These procedures are illus-
trated in Fig. 2.
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Prior to computing the final digital digest with the slow hash function, we
use salt, a hash function and an HMAC function to preprocess each item. salt
is used to prevent offline attackers from building potential rainbow tables in
advance. We use the hash function to avoid the need to keep plaintext items of
passphrases in the memory. We use the HMAC function to turn each passphrase
and its corresponding salt into the final digital digest. The SlowHash function
is used to increase the time required for offline guessing attacks. In other words,
the model is designed to increase the difficulty of offline attacks.

The authentication system stores the final digital digest with the account
name and the salt value in a disk file, which is used for verifying the account
information when a user logs on each time.

3.3 Usage

When a user creates an account, the authentication system will prompt the user
to select passphrases. The user may select some nouns, noun phrases, numerals or
character combinations to form the passphrase. A user can, for example, choose
the items for the passphrase based on something that only the user knows (e.g.,
a particular event such as a meeting) and can remember easily. For instance, a
user selects “11th July 2018, Nanjing, China, San Antonio, Texas, research” to
form the passphrase associated with the research collaboration between teams
from Nanjing, China and San Antonio, Texas, and the kickoff meeting was held
on July 11th, 2018. In other words, passphrases can be personalized and pri-
vate to the users. Other example multi-item passphrases include “smile:-), @ @,
‘ ’, * *, (-:elims” and “M 08032005, M Jack, M wife, M holiday, M Maldives”.
After specifying the passphrase, the user can then log on the system using the
passphrase. The input order of the items in a passphrase is irrelevant.

4 Self-adaptive Algorithm

4.1 Definitions and Assumptions

Definition 1. δ denotes the least upper bound of the total number of times
needed to correctly guess a secure cryptographic secret key. If the least upper
bound of the total number of times to correctly guess a password is no less than
δ, then the password is secure.

A cryptographic key is randomly generated. If the b-bit key is the shortest
secure key, then δ = 2b. A password is selected by a user. Given a password, if
the number of guesses to break this password is at least 2b, then this password
is secure and cannot be brute forced by the attackers in a reasonable amount of
time. We give the following assumption.
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Assumption 1. δ = 2128.

Here, δ = 2128 means that a 128-bit cryptographic key is currently secure.
With advances in hardware and software, we need to increase the value of δ
accordingly. Multi-item Passphrases is robust, and it is not affected by the exact
value of δ. δ = 2128 in Assumption 1 is for demonstration purpose only.

Definition 2. ε denotes a maximal negligible probability of occurrence. If the
probability of an event is not greater than ε, then this event is negligible and
unlikely to happen. However, if the probability of an event is greater than ε, then
this event is non-negligible and likely to happen.

Assumption 2. ε = 2−80.

For example, consider an event: p users select the same item (p ≥ 2). Assume
that each item is selected with equal probability in the item spaceN, we can obtain
P , the probability that p users select the same item: P = |N|−p. If P > ε, this
event is likely to happen; otherwise (i.e., P ≤ ε), this event is unlikely to happen.

4.2 Algorithm

In order to explain the self-adaptive algorithm, we start with the simplest case
and work our way up to the general case. Consider the simplest case: there are
only two users, Alice and Bob. Alice chooses a passphrase PA, which consists
of |PA| items, and Bob chooses PB comprising |PB | items. PA and PB have q
identical item(s): |PA ∩PB | = q, q ≥ 1. P|PA∩PB |=q denotes the probability that
q item(s) are identical in PA and PB . Assume each item is selected with equal
probability in the item space N, and n = |N|, we obtain the following equation:

P|PA∩PB |=q =

(
n

|PA|
)(|PA|

q

)(
n−|PA|
|PB |−q

)

(
n

|PA|
)(

n
|PB |

) (1)

If P|PA∩PB |=q ≤ ε, then PA ∩PB are popular item(s). Reasons are as follows:
It is unlikely that both P|PA∩PB |=q ≤ ε and |PA ∩ PB | = q ≥ 1 are true

according to Definition 2. Because it is the established fact that |PA ∩PB | = q ≥
1, which must be true, it is false that P|PA∩PB |=q ≤ ε. Therefore, P|PA∩PB |=q > ε.
This means that Alice and Bob select these q item(s) with a higher probability
in N. Hence, PA ∩ PB are popular item(s).

Thus, if the value of Eq. 1 is not greater than ε, then the self-adaptive algo-
rithm should remove PA ∩ PB from N and Alice and Bob should change their
passphrases.

Consider the general case: there are u users in the system and n = |N|.
P

|
p⋂

i=1
Pi|=q

denotes the chance of |
p⋂

i=1

Pi| = q, where 2 ≤ p ≤ u, 1 ≤ q ≤
p

min
i=1

|Pi|:

P
|

p⋂

i=1
Pi|=q

=

(
n
q

)(
n−q

|P1|−q

) p∏

i=2

(n−q−
i−1∑

j=1
(|Pj |−q)

|Pi|−q

)

p∏

i=1

(
n

|Pi|
) (2)
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Similarly to Eq. 1, when both P
|

p⋂

i=1
Pi|=q

≤ ε and |
p⋂

i=1

Pi| = q, one of the two

must be false. Since |
p⋂

i=1

Pi| = q is the established fact, P
|

p⋂

i=1
Pi|=q

≤ ε is false.

Therefore, P
|

p⋂

i=1
Pi|=q

> ε and
p⋂

i=1

Pi are popular items. The self-adaptive algo-

rithm removes
p⋂

i=1

Pi from N, and these p users should change their passphrases.

When a new passphrase P∗ is submitted to the system, we need not compute

Eq. 2 with all the passphrases
u⋃

i=1

{Pi} because those passphrases
u⋃

i=1

{Pi}−{P∗}
have been handled before P∗ joins in. Hence, the self-adaptive algorithm for the
general case (see Algorithm 1) is efficient.

Algorithm 1. Self-Adaptive Algorithm for the general case

Input: P∗,
u⋃

i=1

{Pi} //Input the passphrases, P∗ ∈
u⋃

i=1
{Pi}.

Output: P̂, N //Output the popular items, P̂ ⊆ N.

1: S ←
u⋃

i=1

{Pi} − {P∗} //S contains what are handled, P∗ is a fresh one.

2: Compare P∗ to every element in S //To see whether there are identical item(s).

3: Find all distinct groups that p passphrases from S which have the same q item(s)

as P∗
//That is, |(

p⋂

i=1
Pi)

⋂ P∗| = q ≥ 1.

4: if There is no passphrase from S that has the same item as P∗ then
5: Exit the algorithm //Find no identical item(s), so exit.

6: end if
7: for each group that p ≥ 1 do //If no such group, do Line 4 to Line 6.

8: P̂ ← (
p⋂

i=1

Pi)
⋂ P∗

//For convenience, let P̂ denote (
p⋂

i=1
Pi)

⋂ P∗.

9: if P|P̂|=q ≤ ε and |P̂| = q then //P|P̂|=q ≤ ε is false; |P̂| = q is the established fact.

10: N ← N + P̂ //P̂ are q popular item(s), which are added to N.

11: Set these p + 1 users’ PassphraseStatus fields to “1”
12: end if
13: end for

Once a user registers or changes a passphrase, the self-adaptive algorithm exe-
cutes. If the self-adaptive algorithm asks some users to change their passphrases,
then these requests will be recorded in the disk file that stores the account infor-
mation. The main structure of this disk file is as below:

|UserName|salt|DigitalDigest|PassphraseStatus|

The PassphraseStatus field stores the status of the corresponding user’s
passphrase. The default value of this field is “0”. If the self-adaptive algorithm
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asks a user to change the passphrase, then this user’s PassphraseStatus field is set
to “1”. When a user logs on with success, if the value of this user’s PassphraseS-
tatus field is “1”, this user is asked to change the passphrase at once. If this user
changes the passphrase successfully, then the value of this field is reset to “0”;
otherwise, the system rejects this user’s further access until this user changes
the passphrase successfully.

It is noteworthy that the self-adaptive algorithm does not directly compare
the plaintext items of different passphrases other than the hash values of the
items. All hash values of the items for every users’ passphrase are kept in memory.
The plaintext passphrases are discarded. For the purpose of resisting the rainbow
table, we hash every item with the attached salt of the corresponding passphrase.
This is performed to prevent a malicious insider from dumping the contents
of memory and learning all the passphrases. The item comparison of different
passphrases incurs little cost.

We do not employ the slow hash function to protect the items in memory just
because slow hashing is time-consuming and Eq. 2 (see Line 9 in Algorithm 1)
needs to compare each hashed item with attached salt. As each user’s salt is
generally different, it will need a lot of time if slow hashing is employed in the
items in memory especially when there are millions of users in the system.

The digital digests of every passphrase are stored in the disk file. When
rebooting the server, all the hash values of the items of every passphrase in
memory will disappear. However, it does not matter since the system can rec-
ognize users because the disk file records the digests of user passphrases. The
removal of the hash values in the memory results in S = ∅ in Algorithm 1. If the
rebooting is intentional, then all the hashed items in memory can be dumped
before rebooting and restored after rebooting. If the rebooting is accidental,
as users log on successively, S is filled up again. The accidental rebooting does
not affect the registered user passphrases, but newly registering user passphrases
may be under the influence of the accidental rebooting because S will not become
full swiftly after the accidental rebooting. The solution to the accidental reboot-
ing is simple: rerun Algorithm 1 for these newly registering user passphrases as
long as S is changed by those registered user passphrases. The rebooting of the
server does not destroy the self-adaptive algorithm (i.e., Multi-item Passphrases
is reliable).

Scaling up is also not a concern, although Algorithm 1 might be time-
consuming. For example, according to the PassphraseStatus field of the disk
file, users can change their passphrases in a timely fashion. Without the slow
hash operation, the system can protect user passphrases ahead of offline attack-
ers. Moreover, we can obtain the value of Eq. 2 by a look-up table, so as to avoid
unnecessary repetitive computation.

4.3 Item Space Construction

There are two methods to construct the item space: the direct method and the
indirect method. The direct method is to set a large table representing N, all the
potential items are contained in this table. When need to remove some popular
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items selected by users, just remove them from this large table. The indirect
method is to set a table representing N. The items outside this table are all
feasible items that users can select. Once need to remove some popular items
chosen by users, just add them into this table.

We adopt the latter indirect method. Users are not allowed to select items
in the table N. All of the elements in N are generated dynamically by the self-
adaptive algorithm (see the 10th line in Algorithm 1). As a supplement, we
can also add popular words to N in advance so as to stop users choosing these
popular items.

The most main reason we do not employ the former but the latter is that
a direct item space table N exposes users’ password sets and is equivalent to a
word list of a password cracking tool, which helps attackers. Instead, the table
N can include word lists of existing password cracking tools in advance, which
resists password guessing attacks.

4.4 Size of Item Space

Because we take numerals and character combinations into account, the actual
size of the item space is infinite. For maximum convenience of users, we manage
to make our approach easy to use on the condition that only English words
belong to the item space.

Given a k -item passphrase P, according to Definition 1, for security, the
number of guesses to certainly crack P should be at least δ. δ is made up of
two parts: δ = δ1 × δ2. Part 1, δ1, derives from the traversal of

(
n
k

)
distinct

passphrases. Part 2, δ2, is the number of cycles for slow hash, which stems from
the slow hash function in the model of Multi-item Passphrases.

A frequently-used slow hash function is bcrypt [18]. We take bcrypt as an
example of the slow hash function in this paper. In bcrypt, δ2 = 2cost, cost is
an adjustable parameter. According to Assumption 1, 2128 =

(
n
k

) × 2cost. We
assign 88 to cost and evaluate n with different k. The detailed results are listed
in Table 1.

Table 1. Size of item space

k n (δ1 = 2128, δ2 = 1) n (δ1 = 240, δ2 = 288)

2 >2.6 × 1019 1,482,911

3 >1.2 × 1013 18,756

4 9,506,325,306 2,268

5 132,496,421 669

6 7,910,346 307

7 1,080,111 181
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When the slow hash function is out of use, δ2 = 1, δ1 = 2128, and n exceeds
one million even though k = 7. Because there are not so many nouns in English,
the slow hash function is necessary to our approach in consideration of usability.

When cost = 88, δ2 = 288 and δ1 = 240. Assume the hash time of the slow
hash function is 1 ms when cost = 88. The average time that attackers crack
a passphrase equals 1 ms times 239, which means a large time span for more
than 17 years. It is a time span long enough that we believe the passphrase is
secure. In order to ensure this level of security of a passphrase, if k = 7, the item
space needs only 181 items; if k = 3, the item space needs no more than 20,000
items. At the same time, there are 218,632 words inside the Second Edition of
the Oxford English Dictionary, over half of them (more than 100,000 entries) are
nouns, and noun phrases are much more [6,16]. Hence, provided the slow hash
function comes into use, the item space is big enough to actualize our approach
Multi-item Passphrases.

4.5 Relationship Between δ and δ2 = 2cost

When hardware computing speed increases, δ and δ2 = 2cost should be aug-
mented correspondingly. Thus, δ1 need not be changed because δ = δ1 × 2cost,
as explained using the following example:

Assume the hash time of the slow hash function is 1 ms when cost = 20,
and δ1 = 240, then δ = 260 means a large time span for more than 34 years.
If hardware computation speeds up 1000 times, the iterative times of the slow
hash function δ2 = 220 is reduced from 1 ms to 1 microsecond. Then, we adjust
cost from 20 to 30, remain δ1 = 240, and δ = 270 still means a large time span
for more than 34 years.

Hence, we do not need to expand the passphrase space as hardware computing
speed improves. Multi-item Passphrases is a stable approach.

We assume δ = 2128 in Assumption 1 and assign 88 to cost in Table 1. They
are just examples for demonstration purposes. In fact, because δ = δ1 × δ2 =
δ1 × 2cost, we can always obtain an appropriate value of δ through adjusting the
value of cost as long as δ1 is large enough such as δ1 = 240.

4.6 Parameter Values

n can be assigned ε−0.5 in the self-adaptive algorithm although the actual item
space is boundless. In Eq. 2, when n is assigned no less than ε−0.5, different users
are restricted from selecting the same item; when n is assigned less than ε−0.5,
the smaller n is, more of the same items can be selected by different users. We
may decrease the value of n in order to reduce users’ frequency of changing their
passphrases due to popular items.

In Assumption 2, we set ε = 2−80, which is a widely used value in the cryp-
tographic literature.

k is a small integer between 3 and 20 generally, which is used to strike a
balance between security and the usability of passphrases. In general, given an
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item space, the larger k is, the more secure passphrases are. The smaller k is,
the more usable passphrases are.

δ1 =
∑

k

(
n
k

)
.

5 Experiments

We performed a series of experiments to evaluate the multi-item passphrases,
using an online website we built. There were four experiments on this website.
These experiments contained three text password-based authentication systems:
passwords, multi-item passphrases, and diceware passphrases [19]. For the exper-
iments, we recruited a total of 372 undergraduate students, aged between 18 and
23, from the school of management. There were 189 female and 183 male par-
ticipants. Our experiments were approved by Nanjing University’s IRB.

We randomly grouped these 372 participants into four groups by their student
numbers, in order to obtain four independent samples at random: Group 1: 86
persons for Experiment 1; Group 2: 81 persons for Experiment 2; Group 3: 86
persons for Experiment 3; and Group 4: 119 persons for Experiment 4.

The experiments were divided into two phases: day one and day four (i.e.,
three days after they had started the experiment). In the second phase (i.e., day
four), only 293 participants (149 females and 144 males) returned to complete
the experiments.

– Group 1: 68 persons
– Group 2: 74 persons
– Group 3: 73 persons
– Group 4: 78 persons

The experiment setup is now explained below.

Experiment 1: Passwords. We asked the recruited participants to visit our
website on a certain day. They were asked to register and log on to their accounts
using their user credentials. Their account names were arbitrary, and the pass-
words they specified must include at least three of the following four character
types: lowercase English letters, uppercase English letters, numbers, and sym-
bols, and the passwords were at least 16 characters long.

Three days later, we asked them to access our web site again and log on
to their accounts. On this occasion, however, they were presented with their
account names and they only needed to input their passwords. Participants
were allowed to try as many times as possible, if they had entered an incorrect
password. Then, we asked the participants to comment on the usability of this
authentication system.

Experiment 2: Multi-item Passphrases. In this experiment, we assigned
ε−0.5 to n in Eq. 2. Participants were asked to register and log on to their accounts
using their chosen multi-item passphrases on our web site on a certain day. The
passphrases must include five or more than five unpopular items and the order of
these items was irrelevant. If an item they specified was popular, then they were
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asked to change their passphrases. Similar to Experiment 1, the participants
returned three days later to enter their passphrases. However, if an item in their
passphrases had become popular during these three days, then they would be
asked to change their passphrases when they logged on.

We asked for their comments on the usability of this authentication system,
and particularly the following questions:

Q(1) How do you feel about the need to change your passphrase (repeatedly)
when you select a popular item during account registration?

Q(2) How do you feel about the need to change your passphrase because others
selected the same item(s) as you?

To these two questions above, we provided the following four options for the
participants:

(A) It is good, because now I know which item is popular and can avoid using
such item(s) from now on.

(B) I can accept it in order to ensure that my account is secure.
(C) It annoys me a little as I have to think of a different passphrase.
(D) It is absolutely unacceptable!

Experiment 3: Diceware Passphrases. Participants were told to register and
log on accounts using diceware passphrases, which include five ordered diceware
words selected at random from the diceware item list [19]. Three days later,
they were asked to log on to their accounts on our website and comment on the
usability of this authentication system.

Experiment 4: Rating. Participants were asked to finish all of the experiments
in Experiments 1, 2 and 3. After that, based on usability and security, they were
asked to rate these three password-based authentication systems where 1 is the
lowest (worst) and 3 is the highest (best). They had to also provide a reason for
the ratings.

5.1 Findings I: Multi-item Passphrases vs. Passwords

Quantitative Results. The findings are as follows: after creating their
accounts, 28 of the 68 participants remembered their passwords and logged on to
their accounts successfully three days later in Experiment 1; 40 of the 74 partic-
ipants remembered their multi-item passphrases and logged on to their accounts
successfully three days later in Experiment 2.

Strength. In Experiment 1, we asked participants to specify a 16-character-
long password although most passwords were only 8 characters long, and the
password space of a 16-character-long password is 9516.

In Experiment 2, without even considering the numerical and character com-
binations, the total number of nouns and noun phrases is significantly larger
than 669 based on what we obtained from the Oxford English Dictionary [6,16].
Thus, according to Table 1, n � 669 and k ≥ 5, so δ1 � 240 and δ � 2128 when
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δ2 = 288. Because δ � 2128 � 9516, considering only English words, the multi-
item passphrases’ space is significantly larger than that of passwords. Hence,
taking the numerical and character combinations into account, the strength of
multi-item passphrases in Experiment 2 is very much greater than that of pass-
words in Experiment 1.

Recall. Let p1 and p2 be the true proportion of users who can recall successfully
their multi-item passphrases and passwords, respectively.

H0 : p1 = p2.
H1 : p1 > p2.
α = 0.1.
The null hypothesis of H0 is that multi-item passphrases and passwords are

both equally hard to remember, and the alternative hypothesis H1 indicates
that multi-item passphrases are easier to remember than passwords. For the
hypothesis testing, we use “Two Samples: Tests on Two Proportions” [23]:

z =
p̂1 − p̂2√

( 1
n1

+ 1
n2

)(p̂(1 − p̂))
(3)

In Eq. 3, the sizes of the two independent samples are n1 and n2, respectively:
n1 = 74, n2 = 68. The point estimates of p1 and p2 are p̂1 and p̂2 for the two
samples respectively, and they are computed as p̂1 = 40

74 and p̂2 = 28
68 . The

pooled estimate of the proportion is p̂ = 40+28
74+68 . Thus, z = 1.53. Therefore,

P = P (Z > 1.53) = 0.0630. Hence, we reject H0 (α = 0.1 and p = .0630) and
accept H1. In other words, multi-item passphrases are easier to remember than
passwords.

5.2 Findings II: Multi-item Passphrases vs. Diceware Passphrases

Quantitative Results. The findings are as follows: after creating their
accounts, 19 of the 73 participants remembered their diceware passphrases and
logged on to their accounts successfully three days later in Experiment 3; 40 of
the 74 participants remembered their multi-item passphrases and logged on to
their accounts successfully three days later in Experiment 2.

Strength. In Experiment 2, there are a large number of non-popular items
(e.g., numeric and arbitrary combinations of characters). Since the diceware list
only contains 7776 items, the diceware passphrase space is P 7776

5 = 5!
(
7776
5

)
=

120
(
7776
5

)
in Experiment 3. Hence, the strength of multi-item passphrases is much

greater than that of diceware passphrases.

Recall. The findings here echoed those of Findings I, in the sense that multi-item
passphrases are much easier to remember than diceware passphrases (p < .0001).
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5.3 Findings III: Usability Under Frequent Passphrase Changes

The breakdown to the questions is as follows: Question (1): 41 participants chose
(A), 68 participants chose (B), 42 participants chose (C), and one chose (D); and
Question (2): 19 participants chose (A), 67 participants chose (B), 46 participants
chose (C), and 20 participants chose (D). The findings are also reported in Fig. 3.
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Fig. 3. Attitudes to frequent passphrase changes.

From the findings, we observe that the majority of the participants were
positive towards Question (1), since they might be used to frequently changing
their passwords due to stringent password composition policies (although they
might not enjoy doing so, and this is beyond the scope of this study).

Participants were generally more negative towards Question (2) because they
were new to the fact that they had to change the passphrase for their existing
account just because it comprised a popular item. This is a mindset that will
require some adjusting. Users could, for example, be educated on why they need
to avoid popular passwords/passphrases (e.g., the overlapping parts in Fig. 1c).

5.4 Findings IV: Rate Three Authentication Systems

In Experiment 4, 78 participants scored the three systems and the findings are
shown in Table 2.

From Table 2, we observe that multi-item passphrases system has the high-
est score of 2.58, followed by passwords (score 1.87) and diceware passphrases
(score 1.55). The average score of multi-item passphrases is much higher than
those of the other two (Kruskal-Wallis test, p < .0001). The highest rating
score suggests that the participants strongly believe that Multi-item Passphrases
is a better password-based authentication system than passwords and diceware
passphrases.
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Table 2. Ratings for the three authentication systems

Systems #Score Average score

#1 #2 #3

Multi-item passphrases 4 25 49 2.58

Passwords 26 36 16 1.87

Diceware passphrases 48 17 13 1.55

5.5 Findings V: Qualitative Results from Participants’ Remarks

Participants in Groups 1, 2, and 3 commented on the respective authentication
systems, and participants in Group 4 explained their ratings. Some interesting
findings are as follows:

(1) Although the space for passwords is much greater than the space for dice-
ware passphrases (i.e., 9516 � P 7776

5 ), many participants believed that
“diceware passphrases were more secure than passwords”. They did not trust
the security of passwords, which is perhaps because several participants “had
the experience of having the passwords stolen”.

(2) Many participants commented that “diceware passphrases were secure”, but
at the same time, they also said they “would never consider making use of
it because it was too difficult to remember”.

(3) Participants’ security awareness was strong, which is not surprising consider
the age group of these participants (i.e., digital natives) and their educa-
tional background. Some participants even commented that they hoped to
see the next release of our research.

We now present a snapshot of the participants’ remarks on the three
password-based authentication systems:

Passwords. “A 16-character password was too long.” Although it was the most
commonly used, “it was somewhat difficult to recall” as it must contain three of
the following four character types: lowercase English letters, uppercase English
letters, numbers, and symbols. Hence, “A shorter or simpler password was bet-
ter” for using but was easy to crack.

Multi-item Passphrases. “It was the best of the three.” “It was a good tradeoff
between user experience and security.” “The order of items in a passphrase was
indifferent, which was humanized.” “The system could find popular items, which
was good.” However, “five items were a bit too many”.

Diceware Passphrases. It was picked randomly, so “it was very hard to remem-
ber” although “it was secure” because of its randomness. “It was a painful and
difficult experience” for users.
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6 Related Work

Passwords have been used for decades, and one known limitation is password-
guessing attacks such as offline guessing attacks [2,5,7,15]. Passphrases may
be a slightly better option than passwords because passphrases are generally
harder to guess, with minimal implementation changes or disruption to user
experience [22].

A closely related work is Diceware [19], which comprises a Diceware list. In
order to pick passphrases, Diceware selects items at random from the Diceware
list. Although Diceware is simple and straightforward, participants rated our
approach to be better than Diceware in terms of usability and security (see
Findings II).

Another similar related work is Telepathwords [10]. Telepathwords predicts
users’ passwords with several fixed patterns to prevent users from creating weak
passwords. These patterns include common character sequences, keyboard move-
ments, repeated strings, and interleaved strings. This particular approach relies
on the pattern of a password, while Multi-item Passphrases focuses on concrete
elements (popular items) in passphrases. It is not sufficient to make use of finite
fixed patterns to avoid weak passwords. For example, Telepathwords can detect
“abcdefg”, but cannot detect the weak password “gfedcba” because Telepath-
words does not consider reverse character sequences. The constructive patterns
of passphrases are much more complicated than those of passwords. Hence,
Multi-item Passphrases does not employ fixed patterns to avoid weak passphrases.
Instead, our approach prevents the use of popular items in user passphrases.

In the Bloom filter-based approach proposed by Schechter et al. [20], a key
limitation is a high false positive (i.e., unpopular passwords being wrongly
flagged as popular). Moreover, their approach cannot resist offline attacks due
to the inherent weakness of the Bloom filter.

Segreti et al. [21] undertook a user study, focusing on the approaches of
Schechter et al. [20] and PathWell [12]. PathWell is similar to Telepathwords.
Key differences between the study of Segreti et al. and ours are: the former
focuses on passwords and does not include any qualitative study.

When constructing the item space, we construct a complement of the item
space: N. The concept “a complement of the item space” is similar to the pass-
word blacklist studied by Habib et al. [9]. A key difference between them is that
the complement of the item space is automatically generated and dynamically
added in our approach.

7 Conclusion

It may not be realistic to expect that password-based systems will fade away
in the near future, and hence we need to design sufficiently robust password-
based authentication systems to mitigate existing known limitations (e.g., users
selecting weak and easy-to-guess passwords). Thus, this motivated the design of
our proposed Multi-item Passphrases approach. We demonstrated the security of
the proposed approach, as well as evaluated its performance.
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