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Abstract. This work presents a model to solve the switch migration
problem in software-defined networking. This model is formulated as a
mixed-integer linear programming, and compared against the static map-
ping approach. Two scenarios of homogeneous and heterogeneous con-
trollers are evaluated. The experimental results show that the dynamic
mapping enabled by the proposed model can enhance the controllers’ uti-
lization by ~63% for homogeneous scenario and ~47% for heterogeneous
scenario, while maintaining a low control plane overhead.

Keywords: Software-defined networking - Multi-controller SDN
Switch migration + Load balancing

1 Introduction

Software-defined Networking (SDN) is an emergent technology that offers a
promising software oriented design to manage IP networks [11], Internet of
Things (IoT) [3] and 5G networks [5]. In SDN, the data and control planes
are decoupled to make the forwarding devices programmable and to promote
network scalability and evolution [4]. Network policies are defined in the manage-
ment plane, materialized by software modules in controllers in the control plane,
and carried out by switches in the data plane [11,13]. From a layer perspec-
tive, the communication between the data and control planes is made available
via standardized southbound interfaces (e.g., OpenFlow [7]), while the com-
munication between the management and control plane is usually done through
non-standardized northbound interfaces [9].

Control plane can be centralized or distributed. In the former, a single con-
troller is responsible for managing all flow requests from the switches, while in
the latter, multiple controllers are used. A single controller ensures a unified
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knowledge about the network, however, it represents a possible single point of
failure [11,21]. Additionally, a centralized control plane does not scale well [21], is
susceptible to overloading [19], and can hinder the Quality of Service (QoS) [10].
On the other hand, in multi-controller SDN [7] each controller is responsible for
a set of switches (domain). A controller can be master, equal, or slave, where
the first two types can process the flow requests from the switches and install
the forwarding rules in the switches. A slave controller can only read the switch
flow table, but can not update it. Each switch can have multiple equal and
slave controllers, but only one master controller. Furthermore, a master con-
troller for a specific switch can be slave controller for another one, and whenever
a master controller fails, a slave or local controller can request (via OpenFlow
role-request message) to become the new master of the affected switches.

The multi-controller paradigm is shown to improve many aspects of SDN [22],
but it presents many challenges, especially for controllers’ utilization when
switch-controller assignments are static. The load of a controller is mainly caused
by the processing of the packet-in messages sent from the switches [19], and
due to network dynamics, the number of these messages vary both regionally and
temporally [2]. As a result of these variations, some controllers will be overcom-
mitted (hot spot), while some others will be underutilized (cold spot). This leads
to domain failure (and multi-domain failure [18]), or network underutilization.
Therefore, switch migration (SM) [6] can be used as a key-enabler for dynamic
switch-controller mappings in order to adaptively shift the load of controllers.
Whenever overloading is detected in a master controller, it selects a switch from
its domain and asks a slave controller to become the new master of this switch.

This work presents a simple and concise modeling of the SM problem as a
mixed integer linear programming (MILP), which considers the load balancing of
the controllers, and the overhead created by the migrated switches. T'wo scenarios
of homogeneous and heterogeneous controllers are considered.

This work is organized as follows: Related work is described in Sect. 2, and
the proposed model is presented in Sect.3, the experimental results and the
conclusions are presented in Sects. 4 and 5, respectively.

2 Related Work

SM problem is clearly addressed for the first time in ElastiCon [6]. Since then
some approaches have been proposed [22]. SM is not only used for balancing
load [12], but also for improving resource utilization [20] and security [17]. SM
is usually treated and modeled within linear [1,8] or nonlinear [14,16] models
of dynamic switch-controller assignments. In these models, the mappings are
calculated for all switches and controllers. However, in SM only a subset of
controllers and a subset of switches require reassignments. Therefor, it is more
appropriate to model the SM separately. The most recent works that model SM
separately are presented in [15,23], but aspects like heterogeneous controllers’
utilization are not investigated. In [15], the overloading is detected based on the
load diversity matrix of the controllers. A user-defined threshold is used to decide
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which controller is overloaded. A switch is migrated based on a probabilistic
measure. In [23], SM is modeled within the earth mover distance (EMD), which
is a histogram matcher that calculates the cost of “morphing” one histogram
into another.

3 The Proposed Model

The proposed model considers various factors in SM, some of them are not
already considered in the literature, like switch importance in its original domain
and the ratio between the remaining capacity in the controller and the number
of flow requests in the migrated switches. These are two important factors in
order to reduce the control plane overhead when exchanging information of the
migrated switches.

3.1 System Model

The network scenario for switch migration problem is depicted in Fig.1, and
the notation used is described in Table1l. A set C of controllers is managing
a set S of switches. Each switch is connected to exactly one master controller
(thin solid lines) and one or more slave controllers (thin dashed lines). Therefore,
each controller is managing a subset (domain) S; C S of switches. The latency
between controller ¢; and switch s; is known and denoted by d;;, and the latency
between controllers ¢; and ¢;; is known and denoted by v;;/.

At each switch s;, a number of packet-in messages per second r; is gen-
erated (usually following Poisson distribution). Each controller has a limited
processing capability 7; to process a certain number of packet-in messages per
second. In addition, each switch has a relative-importance 6;, which is related
to the size of its flow table and the number of neighbor switches in the same
domain.

Given a scenario where loads at the controllers are imbalanced, the objec-
tive is to find a set of switches to be migrated between controllers, in order to
reestablish the load balance, while minimizing the control plane overhead.

R

3.2 Controller Load

The load w; of controller ¢; is the aggregation of the flow requests from the
switches in its domain S;:

w; = Z T, VCi S C, (1)
S]‘GSi

and after switch migration, the load of controller ¢;, denoted by &;, can be
calculated as [23]:

B . .
W; = w; — E E rjx;? + E E rjxé»z, Ve; € C (2)
c;1 €CiciF#cr S;€ES c;1 €CiciF#ce; ;€S

where x;ll is the migration decision variable to be calculated.
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Fig. 1. The SDN model. Thick solid lines are the physical inter-plane links, thin solid
lines are the switch-controller master mappings, and thin dashed lines are the switch-
controller slave mappings.

Table 1. Notation used through out this paper.

Description

Set of controllers

S Set of switches

5 Number of packet-in messages generated by switch s;

0; Switch importance (weight) in its domain

Yi Capacity of controller c;

dij Latency between controller ¢; and switch s;

Viif Latency between controller ¢; and controller ¢;

wi Load at controller ¢;

l Minimum load-to-capacity ratio

U Maximum load-to-capacity ratio

zi Migration decision variable, mé’, =1 if switch s; is to be migrated from

controller ¢; to ¢;s, zero otherwise

3.3 Cost Function

The cost function is a linear combination of the load balancing and the control
plane overhead costs. The load balancing cost is defined as the difference between
the maximum and minimum load-to-capacity ratios, denoted by the real-valued
variables u and [, respectively. The control plane overhead cost, caused by migrat-
ing switch s; from controller ¢; to controller c;, is denoted by 19?/. Therefore,
for two user-defined weights ar; and as = 1 — a1, the cost function is defined as:

f=ai(u—1)+as Z Z Z 19§i,:c;i/ (3)

¢ €C ;1 €C:ciF#cy s;ES
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To calculate 19;'-1,, let the remaining capacity in controller ¢; be denoted by
4 = v; — w;. Therefore, the control plane overhead cost is the composition of
the following terms:

)

. o i

1. Number of switch migrations: > > >
ci€C ¢y €CiciF#c; ;€S

2. Overall importance of switches: > > > 9jx§-i/
ci€C cyr€Cici#cy ;€S
3. Migrated flow rgguests to remaining capacity ratio:
Ti%y
> oy x (%

EX )
ci€C cyr €CiciF#cy ;€S

4. Inter-plane delay and control plane delay: > v S ridigat 4+
ci€C ¢y €CiciF#cy ;€S
> > > Oupay
ci€C c;1 €CiciF#c,; ;€S
Combing these sub-costs, 19?/ can be calculated as:
" rs .
19? = {(;y] (di’j’Yi’ + 1) + Gj(vii/ + ].) + 1)} (4)
Z/

3.4 Overall Formalization

The switch migration problem that handles the load balancing and minimizes
the control plane overhead, can be now formulated as a mixed-integer linear
programming as:

Minimize f (5)

subject to:

0< Z Z 1‘;1/ <1, Vs; €S (6)

c;€C ¢ €CiciF#cy

0<i<P<u<l VieC (7)

Vi

CE;—i/ € {0,1}, Vei, e €C,s; € Sand lu € [0,1) (8)

The first constraint (6) ensures that when a switch is chosen for migration it
can be only migrated to one controller. The controller capacity limitation and
the upper and lower bounds, [ and u, are determined by the second constraint
(7). The last constraint (8) defines the domains of the binary and real-valued
variables.

4 Experimental Results

To evaluate the proposed model, a comparison against the static mapping model
is performed. A random topology of 4 controllers and 16 switches is created
(Fig.2). The number of flow requests for each switch is generated randomly
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Fig. 2. A random SDN topology with 4 controllers and 16 switches used for simulation.
Blue lines are intra-plane connections; red solid lines are the master assignments; and
red dashed lines are the slave assignments. (Color figure online)

in the range [100, 400] packet-in messages per second, the latency is chosen
from the range [0.1 1] milliseconds, and the simulation time is set to 1000s. The
weights in (3) are empirically set to @3 = 0.7 and as = 0.3. For the controllers
capacity, two scenarios are considered: homogeneous and heterogeneous.

4.1 Homogeneous Controllers

In this scenario, the capacity 7 of each controller is set to 2000 packet-in
messages per second. In order to create a realistic network fluctuation, a hot-
spot is generated by stressing controller c3, in Fig. 2, from time 100 to 150s. The
simulation results of this scenario are shown in Fig. 3.

In Fig. 3a, the load of this controller increases until it eventually exceeds its
limited capacity, which will cause in a real case scenario a failure in the domain
managed by c3. However, when applying the proposed switch migration model,
in Fig. 3b, the loads of all controllers are shifted under the limited capacity, with
remaining capacity ¥ ~ 500 packet-in messages per second in all time slots
after the stressing period (i.e., >150s).

In order to assess the controllers’ utilization, the min-max ratio is used. The
range of this ratio is between 0 and 1. When it is 1, it means all controllers have
the same load, i.e., a perfect utilization. On the other hand, values close to 0 mean
very low utilizations. Figure 3¢ shows this measure for the static and proposed
models. In average, the static model produced ~21%, while the proposed model
produced ~84%, i.e., with enhancement of 63%. However, when calculating this
measure after the stressing period, the static model produced ~20%, while the
proposed model produced ~92%, with improvement of ~72%.

When considering the number of migrated switches in the proposed model,
and as shown in Fig. 3d, before the stressing period (i.e., <100s) no migration
has occurred, and during the stressing period, only 9 switches were migrated
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Fig. 3. Simulated results of 4 homogeneous controllers and 16 switches.

(with maximum of 3 switches at time 143s) in order to cope with the traffic
change. After the stressing period, no switch migration was required. Therefore
the proposed model is able to maintain high utilization with low control plane
overhead.

4.2 Heterogeneous Controllers

As shown in Fig. 4a, in this scenario the controllers have different capacities, but
the total capacity is the same as in the previous test (i.e., 8000): v; = 2250,
~v2 = 1500, v3 = 2500, and 74 = 1750. The simulation results of this scenario are
shown in Fig. 4.

Comparing Figs. 4a and b, it is easy to see that the proposed switch migration
model was successfully able to shift the loads of all controllers under their limited
capacities, leading to a better controllers’ utilization.
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Fig. 4. Simulated results of 4 heterogeneous controllers and 16 switches.

When considering the min-max ratio in Fig. 4c. The static model produced
in average ~34%, while the proposed model produced ~81%, with improvement
of ~47%. When considering only the time horizon after the stressing period,
the static model in average produced ~32%, and the proposed model produced
~85%, with improvement of ~53%.

Considering the number of migrated switches in Fig. 4d, no switch is migrated
before the stressing period, 5 switches are migrated during the stressing period,
with a maximum of 2 switches at two instances of time. After the stressing
period, 7 (with maximum of 1 switch) switches are migrated, which might slightly
increase the control plane overhead when compared to the homogeneous scenario.
In fact, these 7 migrations has happened in a large time horizon (i.e., 1000—151 =
849 time slots).

When comparing the results of the static model in both homogeneous and
heterogeneous schemes, the latter produced better min-max ratio because con-
trollers with small capacities can be easily utilized. The proposed model, how-
ever, produced better min-max ratio in the homogeneous scheme. In what con-
cerns to the number of migrated switches, it is possible to experience slightly
more switch migrations in the heterogeneous scenario.
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5 Conclusions

This article has presented a model for solving the switch migration problem in
software-defined networking. The problem is modeled such that it considers the
load balancing of the controllers and minimizes the controller plane overhead
created by the migrated switches. The model is formulated as a mixed integer
linear programming, and the experimental results show that the proposed model
can efficiently solve this problem for homogeneous and heterogeneous controllers.
The results show that homogeneous controllers produce better utilizations and
a slightly lower control plane overhead. As a future work, a robust and fast
algorithm will be developed to solve the switch migration problem for large
SDN networks.
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