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Abstract. In the upcoming era of 5G, the number of devices will
increase massively, defining a heterogeneous wireless network. Nodes will
be gathered in Mobile Clouds, and communicate between peers to achieve
a general benefit. To provide packet resilience, error correction codes will
be used. In particular, Random Linear Network Coding is standing out
as one of the most successful ones. The interplay between Network Cod-
ing and Mobile Clouds creates a mesh network where nodes may receive
information from multiple sources. However, RLNC was optimized to
provide in-order-delay in D2D communications. RLNC need to adapt to
a new heterogeneous mesh network where nodes receive packets from
multiple paths. In this paper, we propose a method to improve con-
ventional RLNC protocols by making them be able to manage multiple
generations simultaneously. We also identify possible trade-offs between
conventional RLNC protocols and our new approach. We conclude that
multigeneration protocols have better behavior in terms of throughput
and resilience, but the average latency per packet decoded is higher.
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1 Introduction

Cisco Technical Report of 2017 [1] reported that the number of devices will
massively increase up to three times the global population in 2021. New infras-
tructure elements, such as femto/pico base stations, fixed/mobile relays, cogni-
tive radios, and distributed antennae are being massively deployed, thus making
future 5G cellular systems and networks more heterogeneous [2].

The increase in mobile traffic reported by Cisco made companies look for
solutions in order to decrease data traffic. One of the most successful ones is
Mobile Clouds [3], a cooperative arrangement of dynamically connected nodes
sharing opportunistically resources. These nodes need to be co-located to be able
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to communicate among themselves. If the number of nodes cooperating is higher
than 3, clients might expect data from multiple paths, leading to a new paradigm
of multipath communication among multiple users. Apart from Mobile Clouds,
Wireless Mesh [4] or Platoon Communication [5] will benefit from this system.

New error correction techniques such as Random Linear Network Coding
(RLNC) [6] are stepping up in the last years due to its good performance in
terms of throughput and packet resilience. Furthermore, it has been studied in
[7] that the combination of RLNC and Mobile Clouds can lead to high increases
in terms of network throughput, packet resilience, and substantially decrease
the energy consumption. RLNC protocols are however not optimized for het-
erogeneous networks and multipath communications [8], but for providing in-
order-delay packets in D2D communications. Hence, packets that arrive out of
order might be discarded instantly. Conventional RLNC protocols rely on their
redundancies not only to recover from packet erasures but also from the jitter of
the network. However, in scenarios where jitter is non negligible such as cellu-
lar communications [9], mobile clouds or wireless mesh communications, being
able to utilize the packets that arrive out of order may increase the decoding
probability, and as a consequence, throughput, and packet resilience.

In this paper, we propose a new algorithm to make RLNC protocols be able to
manage multiple generations simultaneously. The destination, where the pack-
ets should be decoded, will now be organized in standalone subdecoders, a
packet buffer that is created every time a packet with new generation arrives.
We compare our multigeneration approach with the conventional one, identify
possible trade-offs, and perform simulations in order to study how our app-
roach is behaving. We confirm that conventional RLNC protocols are abusing
of the coding redundancies to cope with packet arrival fluctuations and this
would diminish with a multigeneration approach. However, if a packet is lost,
the average latency per packet will increase. RLNC protocols will benefit from
this because their redundancy algorithms will no longer require focussing on
jitter, but only on packet errors.

The remainder of the paper is organized as follows. In Sect.2 we give a
detailed information about the state of the art. In Sect. 3 we introduce the prob-
lem RLNC protocols are currently dealing with. Section4 gathers our solution
proposed. In Sect. 5 we compare the conventional mode with our proposed solu-
tion by running software simulations. In Sect.6 the conclusion of our work is
presented.

2 Related Work

Heterogeneous Cellular Networks. Cellular networks have suffered massive
changes in the last years. New elements such as smartphones, smart cars, sensors,
and IoT have recently appeared making the environment inside the cell more het-
erogeneous [2]. The amount of traffic is also increasing year by year, making the
network ideal for short-range communications, platoon communication, wireless
mesh, and cooperative networks [10,11].
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Cooperative Mobile Wireless Systems. Cooperative communications are nowa-
days taking the lead in video streaming and data dissemination. Nodes tend
to group into Mobile Clouds [12,13] to increase user energy performance [14] or
network throughput. All those technologies exploit the idea of a fully mesh coop-
erative network [8], where packets can be received from several paths. Hence, the
next generation of mobile networks is moving forward a multipath cooperative
network.

Random Linear Network Coding. In this emerging heterogeneous networking
environment where cellular networks are continuously adapting to new user
requirements, it was demonstrated that the use of Network Coding can increase
wireless network throughput [15]. A high-performance improvement used to over-
come those errors is Random Linear Network Coding (RLNC), which was first
introduced in [6]. Some studies also stated that the interplay of Random Lin-
ear Network Coding along with different technologies such as Cooperative Net-
working [16] can substantially increase network throughput and packet resilience
in comparison with its predecessors [17], and have created an innovative com-
munication paradigm known as Network-Coded Cooperative (NCC) networks
[7,18,19]. However, RLNC has been optimized to provide in-order-delay packets
in D2D communications. Regarding future multipath communications, RLNC
needs to adapt by using tools like the ones proposed in this paper.

3 Problem Description

RLNC protocols are optimized for providing in-order-delay in D2D communica-
tions. However, when the jitter of the network is high, the performance of RLNC
decreases significantly. This increase in jitter can happen due to the topology in
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Fig. 1. Example of a mesh network topology with multiple paths. Packets are generated
in the Source (S) and must arrive at the destination (D). Multiple paths can be selected
for the communication so the propagation delay may vary significantly.
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a multipath environment since the packet can arrive from different paths of the
network. An example of a multipath mesh network can be observed in Fig. 1. In
[20], the authors study the jitter in Ad Hoc networks using different protocols.
They obtain average jitters up to 0.1 ms. In this paper, we will use these values
to see how RLNC would react to this jitter.

RLNC is a linear block code, like Reed-Solomon or Hamming codes. This
means that the transmitted packets are grouped into blocks, then, new coded
packets are generated by creating a linear combination of the packets in the
block, and later transmitted through the network. The decoder needs to receive
as many linearly independent packets as the size of the block in order to be able
to decode the information of the whole block. In Fig.2 the difference between
RLNC and a conventional protocol is depicted, and how packets inside a block
are linearly combined.
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Fig. 2. Difference between a conventional protocol (top) and an RLNC protocol (bot-
tom). Meanwhile in the conventional protocol the packets are sent raw, in the RLNC
example the packets are gathered in blocks, and linearly combined.

In RLNC, blocks are commonly known as generations. Each decoder in RLNC
can handle only one generation. When the first packet of the next generation is
received, the decoder understands that the older generation is over, and it will
try to flush all possible data and store the new packet. In multipath scenarios
with a non negligible jitter exists a high chance of receiving next-generation
packets out of position. In the following pictures is depicted a possible scenario,
where a protocol that handles multiple generations at the same time provides a
better decoding ratio.
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Step 1. As an example, an idle system
with one decoder is presented. The decoder
has no starting generation. We are assum-
ing a wireless input where multiple sources
can be delivering packets.
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Step 3. A second packets arrives with a
new generation number. In this case, the
left system flushes its memory decoding all
posible packets. The right system saves the
second packet in a second subdecoder, ad-
justs its internal parameters, and awaits
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new incoming packets. | ..
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< e 2 Step 4. A third packet arrives with an old
generation number. The system on the left
A [ c-1 | considers this is an old generation packet
Decoders and discards it. The system on the right
g — keeps it and updates the parameters of the

RLNC | RiNC-MG corresponding subdecoder.

4 Multiple Generations in One Coder

The solution we propose in this paper for the problem explained in Sect. 3 con-
sists in making the recoders and decoders be able to handle multiple generations
simultaneously. Thus, we add a new concept, the subdecoder, a standalone
generation buffer which is created every time a packet with a subsequent gen-
eration arrives, then this subdecoder is attached to that generation, and when
the generation is completed or the system needs to be flushed, the entity is
destroyed. The subdecoders are not aware of the rest, and they will not commu-
nicate among themselves. There will be a central logic that will create, destroy,
and give orders to each of the subdecoders. The logic of this central brain can be
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observed in Algorithm 1. This represents the workflow when an event (incom-
ing packet) appears. In this algorithm, Gen refers to Generation and In to the
incoming packet.

foreach incoming packet (In) do

if Gen(In) > Current gen. then

if current subdecoders = MAX_SUBDECODERS then
Flush oldest subdecoder;
Destroy oldest subdecoder;
Update decoder metadata;

end

Create new subdecoder;

Increase decoder max. generation;

else if Current gen. <= Gen(In) < Oldest gen. then

Find Gen(In) subdecoder ;

Update Gen(In) subdecoder ;

else

‘ Discard packet;

end

while source packet to decode do

Decode last packet;

Forward packet to next layer;

if Gen. decoded then
Destroy oldest subdecoder;
Update decoder metadata;

end

end

end
Algorithm 1. Decoder workflow for each incoming packet

The workflow of the algorithm is described as follows. When a packet arrives
at the decoder, the generation of the incoming packet will be extracted. If it
belongs to a previous generation than the oldest one in the decoder, the packet
will be dropped. If it belongs to a generation between the oldest and the newest
generation of the decoder, it will forward the packet to the corresponding sub-
decoder. This subdecoder will extract the information, update the subdecoder
metadata, and forward the packet in case it needs to be recoded. If the genera-
tion of the incoming packet belongs to a later generation than the newest one in
the decoder, it will first check it another subdecoder can be created. If not, the
subdecoder attached to the oldest generation will be flushed and destroyed, leav-
ing an empty spot to the new generation subdecoder. The metadata information
of the decoder will be updated as well. When there is an empty spot, a new
subdecoder will be created and attached to the new generation, the incoming
packet will be forwarded to the subdecoder created and the decoder metadata
will be updated.



Network-Coded Multigeneration Protocols 363

With the incorporation of subdecoders inside a decoder, the probability of
decoding will increase. However, there are some drawbacks that must be con-
sidered. The more subdecoders there are on the decoder, the longer the decoder
would have to wait until it flushes the oldest subdecoder when a generation is
not filled in time. This trade-off will be studied in the following section.

5 Simulations

We consider a simulator of an LTE network, where a base station is encoding
and sending data to a user equipment that acts as a decoder. The values of
the simulator are gathered in Table1l. We send a total number of N = 10.000
packets, the number of packets each generation will have is G = 100. The amount
of subdecoders the RLNC multigeneration protocol has is 4. The MTU is 1500
bytes, and the propagation time, data rate, and jitter are taken from [9,20].

Table 1. Parameter settings of the simulator

Parameter Symbol | Settings
Packets sent N 10.000 packets
Generation size G 100 packets
Maximum subdecoders | C 4 subdecoders
Propagation time Ty 1 ms
Packet length l 1500 bytes
Data rate R 11.76 Mbps
Jitter j 0..0.128 ms
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Fig. 3. Decoding probability of the conventional RLNC protocols and multigeneration
protocols for the parameters in Table 1



364 R. Torre et al.

We are assuming the system is aware and adaptive to packet erasures in
the channel. Hence, packet losses will only happen due to next generation early
packet arrivals. By doing so, we are limiting error losses only to jitter and we
can isolate the losses related to network jitter. In Fig. 3 the decoding probability
of both systems is shown. It can be observed that when the jitter is minimal, the
conventional RLNC protocols start to have problems decoding the whole mes-
sage, which would lead to an increase of the redundancies and a more inefficient
transmission in the network. On the other hand, the multigenaration protocol
does not suffer the jitter fluctuations. If the jitter keeps being increased, the
multigeneration approach would start losing packets, but the decoding proba-
bility of the conventional RLNC would decrease down to almost zero.
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Fig. 4. Extra latency per packet of the conventional RLNC protocols and multigener-
ation protocols for the parameters in Table 1

In Fig.4 the average extra latency per packet is depicted. As expected, a
conventional RLNC protocol has here a better performance, since all the packets
that arrive do not have to wait for packets of previous generations. It can be
observed that with a higher jitter, the average latency on each packet increases
with a multigeneration protocol, but, on the contrary, there are no losses due to
the early arrival of new generation packets. We can conclude that exists a trade-
off between these two parameters, and further studies must be done in order to
model the advantages and disadvantages of using multiple generation protocols
with different parameters, like the number of subdecoders used, the conditions
of the network, the coding ratio, the generation size or the packet size.
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6 Conclusion

RLNC has taken the lead of error correction codes in heterogeneous cellular net-
works in the last years. Nevertheless, RLNC protocols are optimized for D2D
communications, but not for multipath, because they can only handle one gen-
eration at the same time.

In this paper we propose a novel way of adapting RLNC protocols, so the
decoder is able to handle multiple generations simultaneously, making them more
suitable for multipath communications. This is done by organizing the decoder in
standalone subdecoders, buffers attached to each generation which are destroyed
after the generation is decoded. We identify and study a trade-off between the
packets decoded and the average latency per packet depending on the network
jitter. We confirm that the conventional RLNC protocols have better perfor-
mance in terms of latency, but the multigeneration approach provides better
decoding ratio.

This paper opens up a new approach for RLNC protocols, however, further
studies must be done. Studies with a higher complexity must be developed, vary-
ing different parameters such as the number of subdecoders used, the conditions
of the network, the coding ratio, the generation size or the packet size. Moreover,
the possibility of adapting the optimal amount of subdecoders on the fly should
also be studied.
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