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Abstract. In a heterogeneous cluster, how to handle load balancing is an urgent
problem. This paper proposes a method of load balancing based on node fea-
tures. The method first analyses the main indexes that determine node perfor-
mance. Then, a formula is defined to describe the node performance based on
the contributions of those indexes. We combine node performance with node
busy status to calculate the relative load value. By analysing the relative load
value of each node and the cluster storage utilization rate, the recommended
value of the storage utilization rate for each node is calculated. Finally, the
balancer threshold is generated dynamically based on the current cluster’s disk
load. The results of experiments show that the load balancing method proposed
in this paper provides a more reasonable equilibrium for heterogeneous clusters,
improves efficiency and substantially reduces the execution time.
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1 Introduction

With the rapid development of the Internet and information technologies, increasing
amounts of research and business data are produced. The amount of data has reached
the PB level [1], and a single machine is unable to handle such large-scale data. This
situation has led to the creation of cloud computing. Hadoop is an open source dis-
tributed processing system developed by the Apache Foundation [2]. In the field of big
data, Hadoop has become an outstanding platform that can handle intensive computing
tasks. The platform consists of many nodes, and data is stored in those nodes. After a
job is submitted, Hadoop splits the job into several tasks, distributes it to the nodes, and
returns the results. In data-intensive supercomputing, the cost of moving data is much
higher than the cost of moving computing [3]. Moving the process of calculation to the
data nodes saves large amounts of network bandwidth, effectively reduces the number
of data transfers, and improves cluster efficiency. However, when new nodes are added
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or the number of files in the cluster change dynamically, the amount of data in each
node can become unbalanced. When the data load among cluster nodes becomes
unbalanced, many problems can arise. For example, the MapReduce program no longer
makes good use of local computing, because the probability that the task must be
assigned non-locally increases [4]. Thus, the node must copy the data from the other
nodes, increasing the network load. The nodes cannot improve network bandwidth
utilization and disk utilization. Consequently, the efficiency of the cluster is reduced
and the execution time increases. Obviously, ensuring balanced data in the Hadoop
cluster is very important. Data load balancing has gradually become an important
research area in the field of distributed computing [5].

There are two solutions to this problem: static load balancing algorithms and
dynamic load balancing algorithms. A static load balancing algorithm calculates the
load of nodes using a pre-designed load balancing algorithm, which then allocates tasks
[6]. However, this approach does not consider the node’s resource load status. A static
load balancing algorithm is simple to implement, but because it neglects the resource
load, the final allocation scheme may not meet the requirements for load balancing and
can lead to load imbalance. A dynamic load balancing algorithm considers the load
information of the node to allocate tasks reasonably. However, because the load
information must be calculated in real time, dynamic load balancing increases resource
consumption [7]. Therefore, based on an analysis of the shortcomings of the two
solutions, a data load balancing method based on node features for heterogeneous
clusters is proposed.

The method proposed in this paper combines the static load balancing algorithm
with the dynamic load balancing algorithm. First, the node performance is defined to
calculate the node’s data processing ability. Second, the node load status is evaluated
by dynamically obtaining the current number of node connections. The node’s relative
load value is calculated by combining the node performance with the node load status.
Then, node data is allocated considering the relative load value. Nodes with larger
relative load values will be allocated more data.

The rest of this paper is organized as follows. Section 2 introduces load balancing
and related works. Section 3 describes the construction of the load balancing method
based on node features. The algorithm proposed in this paper is simulated and the
simulation results are analysed in Sect. 4. Finally, Sect. 5 concludes and presents
prospects for future work.

2 Related Works

As a framework for dealing with big data, Hadoop can fully utilize the advantages of
large-scale clusters. The most important goals are to improve cluster efficiency and
ensure full resource utilization. However, when the load in a cluster is unbalanced,
problems will occur, such as low overall throughput of the cluster and resource
underutilization. Many scholars have studied cluster load balancing through task
scheduling, in which the load statuses and overall performance of clusters are analysed,
and then, reasonable decisions are made. Gao et al. [8] conducted an in-depth study for
implementing of MapReduce. The deviation of each node’s running time in the Reduce
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phase is caused by differences in the performances of the nodes in the cluster. A load
balancing algorithm based on node performance was proposed to solve this problem.
First, the algorithm creates a pre-allocated list, named RPReduceNum, based on the
performance of all nodes. Data is allocated to Reduce tasks based on the RPReduce-
Num list, and high-performance nodes process more tasks in the Reduce phase.
Therefore, this approach reduces the overall MapReduce running time and improves
efficiency. However, it also causes large network consumption in the cluster. In the
Reduce phase, the amount of received data for the Reducer is determined by a parti-
tioning function. The Reducers with high input data become a performance bottleneck,
which delays execution completion. To solve this problem, Fan et al. [9] proposed a
method for storing the input data for a Reducer by creating a virtual partition. Each
output of the Map task is assigned to a different virtual partition based on a hash
function. All the virtual partitions are combined into the same number as the Reduce
task by the LBVP algorithm, which ensures that the input data for each Reduce task is
balanced. However, this approach ignores the problem of node heterogeneity. Zheng
et al. [10] proposed a method of adaptive task scheduling method based on node
capability. The tasks for nodes are distributed according to each node’s history, current
load status, performance, task characteristics and failure rate. Each node can adaptively
adjust the number of running tasks, which decreases the time to completion for all tasks
and improves node load balance. In HDFS, multiple copies of data blocks are placed on
different DataNodes. Although this approach improves the fault tolerance of HDFS, the
randomness of the default block may cause load imbalances between DataNodes. Lin
et al. [11] proposed an improved load balancing algorithm to avoid adjusting data by
using a balancer and minimizing block movement as much as possible to reduce the
movement costs. This method mainly balances the loads of file blocks after addition or
deletion, but it ignores the effects of dynamic addition or deletion in the cluster for load
balancing. Wei et al. [12] proposed a new replica placement strategy to uniformly
distribute the data, thus meeting the requirements of HDFS replica placement. This
method does not need to run the balancer to make adjustments, but it still cannot avoid
the problem of data imbalances after new nodes have been added or when node failures
in clusters occur. Liu et al. [13] proposed an improved load balancing algorithm based
on heterogeneous clusters that analysed four aspects of load imbalance: imbalance in
input splits, imbalance in computation, imbalance in partition sizes, and imbalance in
heterogeneous hardware. Xie et al. [14] proposed a strategy for storing data propor-
tionally that involved distributing a large number of data sets to multiple nodes based
on the computing ability of each node. In addition to the data redistribution algorithm
for HDFS, a data reorganization algorithm was also implemented to solve the problem
of data deviation caused by dynamic insertions or deletions. This strategy takes the
heterogeneity of the nodes into account, but it ignores the impact of the heterogeneity
of node storage on data storage.

First, this paper analyses the importance of default load balancing and the limita-
tions exposed under heterogeneous clusters. Next, a method of load balancing for
heterogeneous clusters is proposed. The method analyses the features of each node and
then calculates a relative load value for each node. According to the relative load value,
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the data for clusters can be allocated more reasonably. A large number of conducted
experiments show that the method reduces cluster imbalance, improves cluster effi-
ciency and reduces execution time under certain environments.

3 Improved Load Balancing Method

In this paper, we propose a load balancing method based on node features in hetero-
geneous clusters. The heterogeneity of a heterogeneous cluster is reflected by high
performance nodes handling the same work in less time and the different storage
allocated by each node to the HDFS. When the data is allocated proportionally
according to the performance of each node, due to the heterogeneity of the node’s
storage, the node’s disk may not support the allocated amount of data. The scheme
proposed in this paper is based on the performance of each node and on HDFS storage
to calculate the theoretical value of data allocation and the threshold used to determine
whether a node is at equilibrium status. Finally, the load balancing problem of
heterogeneous clusters is processed in a method similar to homogeneous clusters. This
approach simplifies the complexity of load balancing for heterogeneous clusters.

Storage of Node (Cmf(i)): Capacity is allocated to the HDFS by nodes and is not
limited to the capacity of the node disk. C,,s(i) represents the allocated capacity of the
i"™ node.

Used capacity (Cyseq(i)): The used capacity of the HDFS by the node’s storage.
Ciusea(i) represents the capacity used by the i node.

CPU Performance of a Node (Pcpu(i)): As is known, it is impossible for dual-core
performance to reach a full 1 + 1 = 2 efficiency. By referring to the relevant infor-
mation, in a multi-core CPU, the performance of each core is approximately only 0.8—
0.9 times as much as that of a single-core CPU. Therefore, we set p = 0.8 and 6 = 0.1.
The CPU Performance of a Node is defined as follows:

Fcpu(i)aNcore =1

P.,.(i) = .
P (i) { (p+5 N ez—Nmm(t)) *Fcpu(i)7Nmm >1

(1)

where N, (i) represents the number of cores in the CPU, and F,,(i) represents the
CPU frequency of the i™ node in GHz.

Memory Performance of Node (Pyen(i)): We use Pem(i) = Niem (i) * Fyem(i) to
measure the memory performance of nodes, where N, (i) represents the memory size
of the i node in MBs. Here, Fem(i) denotes the memory frequency of the i node in
GHz.

Connection Number of Node (Q(i)): This value indicates the number of active
connections established by a DataNode with the outside world. These connections are
generally used to transmit or receive data, send control signals, etc. The larger the
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value, the busier the node and the greater its load. The sum of clustered connections is
defined as:

Q=Y " 00) (1)

Definition 1: Relative load value:

R ) B (e R R

max (Pcpu) 2 maX(Pmem) ax(Q)

The relative load value describes the node’s ability to carry its current load. Here, o,
f and 7 represent weight parameters of CPU performance, memory performance and
number of connections, respectively, and oo+ § 47 = 1. The upper bound of the rel-
ative load value is set to 1 and will be simplified in later calculations. By analysing the
contributions of these parameters, we set o = 0.5, § = 0.3, and y = 0.2. The sum of
the relative load value is defined as follows:

L= 3L ®)

Definition 2: Cluster storage utilization rate:
n

Cusg i— Cuse ]
Ruve = & % 100% = H* 100% (5)
conf i=1 “conf

where 7 is the total number of nodes in the cluster.

Definition 3: Relative load storage capacity:

L) # Crygea () 4)

Cideal (l) - I

Definition 4: Relative load storage utilization rate:

Ci ea ]
Rigeat (i) = Si2eat @) 10097 (5)

conf (l

According to the ratio of a node’s relative load value to its total relative load value,
the data can be distributed proportionally. We obtain the storage capacity of nodes
based on its relative load, which is relative to its load storage capacity. For one node,
the ratio of storage capacity based on its relative load value to the storage capacity
assigned to the HDFS is defined as its relative load storage utilization rate.
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Definition 5: Maximum load value:
.2 (T
M= (0‘8 +0.2 * sin (E * RAVg>> (6)

Due to heterogeneity of node disks, the storage capacity of each node will differ.
When the node’s relative load value is high, the node’s storage is fairly limited. At this
point, the allocated data size is greater than the available node storage. For this
problem, this article defines the maximum load value for the node. The maximum load
value is dynamically adjusted according to the cluster storage utilization rate. When the
cluster storage utilization rate is larger, the maximum load value of the node will be
increased accordingly. The value of M is between 80% and 100%.

We find nodes whose data ratios are greater than the maximum load value and
calculate the total overflow capacity. The total overflow capacity of the nodes in the
cluster is calculated as follows:

Csupr(i) = Z::l (Ridelll(i) - M) * Cmﬂf(i) (7)

where n is the total number of nodes in the cluster, i = 1,2, -, n and Rigeq (i) > M.
Then, data is allocated to other nodes. This iteration runs until the cluster contains no
overloaded nodes—those whose allocated data ratio is greater than the node’s maxi-
mum load value.

Definition 6: Relative load threshold:
T(i) =t * Rigews (i) (8)

where the parameter 7 is a threshold entered by the user. This indicates the maximum
value of the deviation between the node storage utilization rate and the cluster storage
utilization rate. In the default load balancer, if the deviation is less than the threshold,
we assume that the node is balanced. Due to the heterogeneity of node storage, the
actual storage expressed by the same threshold will be different between nodes.
Therefore, this paper recalculates the threshold of each node by referring to its relative
load value.

The procedure of the algorithm is as follows.

By obtaining the hardware parameters of all nodes, the CPU performance and
memory performance are calculated according to formulas (1) and (2). Then, combined
with the number of current connections, the relative load value and the sum of the
relative load values will be calculated according to formula (3). Next, analysing the
proportion of the relative load value to the sum, the relative load storage capacity and
utilization rates are calculated according to formulas (6) and (7). The maximum load
value will be calculated according to formula (8). To ensure that all the relative load
storage values are valid values, we compare the relative load storage utilization rate
with the maximum load value; the relative load utilization rate is set to the maximum
load value when the former is larger than the latter. Next, the overflow capacity is
calculated by formula (9). Overflow will then be allocated to other nodes until,
eventually no node whose relative load utilization rate is greater than the maximum
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load value will exist. After the threshold is entered, the relative load threshold is
calculated for each node according to formula (10). All the nodes are divided into four
groups as shown in Table 1.

Table 1. Node group

Groups Conditions
overUtilizedDataNodes R(i) > Rigear(i) + T(i)
aboveAvgUtilizedDataNodes | Rigea (i) < R(i) < Rigear (i) + T(i)
belowAvgUtilizedDataNodes | Rizeq (i) — T(i) < R(i) < Rigear (i)
underUtilizedDataNodes R(i) < Rigear(i) — T(i)

4 Experiments and Analysis

The following describes the simulation experiments conducted for this study. The
experimental environment consists of three racks containing nine nodes. There are two
nodes in rack 1, four in rack 2, and three in rack 3. The NameNode is located in rack 2,
and its number is PC3. This node also acts as a DataNode. All the nodes are configured
with the CentOS 7 operating system. The network topology is shown in Fig. 1. In the
experiment, the load balancer is run on the NameNode. The hardware parameters of all
the nodes are shown in Table 2.

"
o ] o o =] s =] =] 5]

Fig. 1. Network topology

All the nodes are sorted in descending order by relative load value. PC1 is the node
with the greatest relative load value and PC9 is the node with the lowest relative load
value. The relative load values of all the nodes are shown in Fig. 2.

To compare the default load balancer with the improved load balancer in this
heterogeneous cluster, the data block copies parameter is set to 3, and we delete some
data to force the cluster to be unbalanced. We execute the instruction start-balancer.sh—
threshold 10, which means that we set the threshold to 10% and execute the load
balancer. Then, we run the balancer separately and observe the equilibrium effect.
Finally, the WordCount program is executed to record the finish time for each balanced
scheme. The cluster statuses are shown in Tables 3 and 4 (Fig. 3).
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Table 2. Node hardware parameters
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Number of node | CPU Memory Storage
PCl1 3.5 GHz (4 CPUs) |4 GB (1.6 GHz) |80 GB
PC2 3.5 GHz (4 CPUs) |4 GB (1.6 GHz) |60 GB
PC3 3.5 GHz (4 CPUs) |4 GB (1.6 GHz) |40 GB
PC4 3.5 GHz (4 CPUs) |4 GB (1.6 GHz) |40 GB
PC5 2.1 GHz (2 CPUs) |3 GB (1.6 GHz) |70 GB
PC6 2.6 GHz (2 CPUs) | 2 GB (1.333 GHz) | 60 GB
PC7 2.6 GHz (2 CPUs) | 2 GB (1.333 GHz) | 30 GB
PC8 2.0 GHz (2 CPUs) | 2 GB (1.333 GHz) |40 GB
PC9 2.2 GHz (2 CPUs) | 1 GB (1.333 GHz) | 50 GB

[—m— Relative Load For Nodes|

AN

N

™~

T T T T T T
PC1 PC2 PC3 PC4 PC5 PC6

T T T 1
PC7 PC8 PC9

The Number of Nodes

Fig. 2. Relative load value
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Fig. 3. Cluster storage utilization

Table 3. Cluster initial status

Number of node | Storage (GB) | Used (GB) | Used (%) | Relative load value
PC1 80 23.3 29.13 0.8
PC2 60 11.6 19.33 0.8
PC3 40 37.8 94.50 0.8
PC4 40 22.4 56.00 0.8
PC5 70 56.7 81.00 0.67
PC6 60 13.7 22.83 0.6
PC7 30 12.3 41.00 0.6
PCS8 40 15.9 39.75 0.5
PC9 50 44.2 88.40 0.46

In Fig. 4, after running the improved load balancer, the data storage distribution is
consistent with the trend in Fig. 2. This result shows that the improved load balancer
works as expected.

The improved balancer will adjust the data distribution into an improved equal-
ization status based on the relative load value. To verify that the improved load
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Table 4. Cluster load status

Number of | Default balancer Improved balancer
node Threshold | Balanced | Balanced |Ideal Ideal Threshold | Balanced | Balanced
T (%) (%) (GB) storage | storage | T (%) (%) (GB)
(%) (GB)
PC1 10 43.27 34.62 39.45 31.56 3.95 42.40 33.92
PC2 10 47.68 28.61 52.59 31.56 5.26 53.88 32.32
PC3 10 60.43 24.17 78.89 31.56 7.89 80.83 32.33
PC4 10 56.00 224 78.89 31.56 7.89 82.64 33.06
PC5 10 55.32 38.72 37.68 26.38 3.77 34.80 24.36
PCo6 10 47.81 28.68 39.34 23.60 3.93 37.02 22.21
PC7 10 45.72 13.72 78.69 23.60 7.87 74.27 22.28
PC8 10 43.12 17.25 49.53 19.81 4.95 52.06 20.82
PC9 10 59.46 29.73 36.54 18.27 3.65 33.18 16.59

balancer maintains a good equalization effect, the WordCount program is executed to
compare the finish times. WordCount is the demo program used for MapReduce on the
Hadoop official website; it reads a text file and counts the frequency of words in the file.
WordCount programs are I/O-intensive jobs and highly sensitive to data distribution.
The data is distributed in the cluster before running the program, and the program is run
20 times.

Figure 5 shows the finish times for jobs from different balancers. The abscissa
represents the sequence number of jobs, and the ordinate represents the finish time of
jobs. The 20 groups of contrasting experiments show that there are still some uncon-
trollable factors in the experiment, and consequently, some deviation appears. How-
ever, the overall results are relatively stable, and the average completion time of the
default balancer is longer than that of the improved balancer. These results verify that
the improved balancer has a substantial effect on cluster performance.

In a data distribution-balanced cluster, the proposed balancer can effectively reduce
the data migration problems of computing resources and data resources in different
physical nodes caused by job scheduling. Thus, the network load is alleviated, the
number of non-localized tasks decreases, and the execution time is reduced.
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Fig. 4. Load balancer comparing experiment Fig. 5. Jobs running status
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5 Conclusion

In this paper, we analysed the working principles of the default load balancer. How-
ever, in heterogeneous clusters, based on the performance differences, storage and
current loads of each node, a load balancing method based on node features is pro-
posed. This method provides a scheme for calculating a relative load value for each
node. Then, the amount of data to be allocated and the appropriate threshold are
calculated by considering the relative load value. Next, we move data and ensure that
the deviations of the storage utilization rate are not greater than the threshold. Finally,
through experimental analysis, the method is shown to cause the cluster to be more
balanced, reduce the execution time of jobs, and improve the overall performance of
the cluster.
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