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Abstract. With massive learning resources that contain data, informa-
tion and knowledge on Internet, users are easy to get lost and confused in
processing of learning. Automatic processing, automatic synthesis, and
automatic analysis of natural language, such as the original represen-
tation of the resources of these data, information and knowledge, have
become a huge challenge. We propose a three-layer architecture com-
posing Data Graph, Information Graph and Knowledge Graph which
can automatically abstract and adjust resources. This architecture recur-
sively supports integration of empirical knowledge and efficient auto-
matic semantic analysis of resource elements through frequency focused
profiling on Data Graph and optimal search through abstraction on Infor-
mation Graph and Knowledge Graph. Our proposed architecture is sup-
ported by the 5W (Who/When/Where, What and How) to interface
users’ learning needs, learning processes, and learning objectives which
can provide users with personalized learning service recommendation.

Keywords: Resource modeling · Knowledge Graph
Service recommendation · Semantic modeling

1 Introduction

Information overload and information confusion caused by exponential increase
of Internet information restrict users’ efficient use of resources. Knowledge Graph
has become a powerful tool for expressing knowledge in the form of a marked
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

I. Romdhani et al. (Eds.): CollaborateCom 2017, LNICST 252, pp. 323–332, 2018.

https://doi.org/10.1007/978-3-030-00916-8_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00916-8_30&domain=pdf


324 L. Shao et al.

directed graph and can endow text information with semantics. Knowledge base
contains a set of concepts, examples and relationships [5]. The author of [10]
took topic model as the basis for similarity calculation and obtained the entity
catalog from Wikipedia. A large number of supervised learning methods, semi-
supervised learning methods [2] based on eigenvectors appeared for achieving
relation extraction. The authors proposed an information extraction framework
for open domains and released an open information extraction prototype system
which was based on self-supervised learning [1]. In [13] the author elaborated
concepts of data, information, and knowledge. In [4] the authors divided the
information extraction into three levels: entity, relation and attribute.

From the perspective of extending the concept of existing Knowledge Graph,
we propose a three-layer architecture composing Data Graph, Information Graph
and Knowledge Graph. Through modeling massive resources, users can quickly
and accurately search the information they need in the resource processing archi-
tecture. With the help of classification of 5Ws (Who, When, Where, What and
How) questions [3], it’s easy to get the description of users’ learning needs, learn-
ing processes and learning objectives. The 5Ws are questions whose answers are
considered basic in information gathering or problem solving. They are often
mentioned in journalism, research, and police investigations.

2 The Establishment of Resources Framework

We divide the expression of Knowledge Graph into three parts including
DataGraphDIK , InformationGraphDIK and KnowledgeGraphDIK based on the
relationship among them. We define typed learning resource elements and the
three-layer graph as follows:

Definition 1. Resource elements. Resource elements include data, information
and knowledge. We define resource elements as:

ElementsDIK : = <DataDIK , InformationDIK , KnowledgeDIK>.

Definition 2. Graphs. We extend existing concept of Knowledge Graph and
clarify expression of Knowledge Graph into Data Graph, Information Graph and
Knowledge Graph.

GraphDIK : = <(DataGraphDIK), (InformationGraphDIK), (Knowledge
GraphDIK)>.

Figure 1 shows the framework of resources processing based on Data Graph,
Information Graph and Knowledge Graph. Table 1 shows the explanations of
resource type and corresponding graphs.

Figure 2 shows the classification and transformation of 5W questions and
relationships between the three-layer graphs. To be exactly, we calculate three
frequencies of DataDIK in DataGraphDIK . With the help of classification of
5W questions, it’s easy to get the description of users’ learning needs, learning
processes and learning objectives and provide users with personalized learning
recommendation service.
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Fig. 1. Resources processing framework towards “5W” based on GraphDIK

Table 1. Explanations of typed resources

DataDIK InformationDIK KnowledgeDIK

Semantic
load

Not specified for
stakeholders/machine

Settled for
stakeholders/machine

Abstracting resources for
revelation on unknown

Format Discrete elements Related elements Probabilistic or categorization

Usage Identification of existence
after conceptualization

Communication Reasoning and prediction

Answer Who/When/Where What How

Graph DataGraphDIK InformationGraphDIK KnowledgeGraphDIK

Fig. 2. Classification of “5W” questions and relationship between graphs

2.1 Statistics and Analysis of DataDIK Frequency Based
on DataGraphDIK

We use DataGraphDIK to record three kinds of frequencies of DataDIK includ-
ing structural frequency, temporal frequency and spatial frequency. Structural
frequency is defined as the number of times that DataDIK appears in different
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data structures. Temporal frequency is defined as the temporal trajectory of
DataDIK . Spatial frequency is defined as the spatial trajectory of DataDIK . We
give an example about frequency statistics of DataDIK when modeling DataDIK

resource of knowledge points. As shown in Fig. 3, temporal frequency of DataDIK

of the knowledge points represents the number of classes of DataDIK . Spatial fre-
quency represents times of DataDIK appeared in different professional systems.
Structural frequency represents the educational mode of DataDIK .

Definition 3. Structural frequency (stru f). stru f represents the number of
times of DataDIK appearing in different data structures. stru f of DataDIK

should be calculated according to the biggest data structure where DataDIK is
appeared. For example, if a DataDIK is displayed as a node of a tree structure
in a branch of a graph structure, stru f of the DataDIK is 1 and the frequency
of DataDIK displayed in a tree structure is not calculated repeatedly.

Definition 4. Spatial frequency (spat f). spat f is the occurring times of
DataDIK appearing at different spatial locations describing the relative locations
of multiple objects.

Definition 5. Temporal frequency (temp f). temp f represents times of
DataDIK appearing in different time periods. For streaming DataDIK with time-
liness, once we observe those DataDIK we should make responses in a timely
manner because expired DataDIK will be meaningless.

Definition 6. DataDIK comprehensive frequency (DFreq). We define compre-
hensive frequency of a node as follows:

DFreq: = < stru f, spat f, temp f >.

2.2 Automatic Abstraction Processing of InformationDIK

Resources Based on InformationGraphDIK

2.2.1 Recording the Interactivity of Nodes Based on
InformationGraphDIK

We define InformationGraphDIK as a directed graph G (V, E), where V is
a set of nodes. E is a set of lines. We measure the importance of nodes on
InformationGraphDIK according to the comprehensive degree. Comprehensive
degree, denoted as Com degree, can be calculated according to Eq. 1:

Com degree =
√

deg+ ∗ deg− (1)

where deg+ represents in-degree of nodes and deg− represents out-
degree of nodes. Therefore, further importance measurement of nodes on
InformationGraphDIK , denoted as “Impor”, can be calculated according to
Eq. 2:

Impor = αDFreq ∗ βCom degree (2)

where α and β represent weight of comprehensive frequency of nodes on
DataGraphDIK and comprehensive degree of interaction between nodes on
InformationGraphDIK respectively. Both α and β can be obtained through data
training.
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temp_f: the number of class
spat_f: times of the subject that appears          
in different professional systems
stru_f: educational mode

Advanced Mathematics
The number of class: 48
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Educational mode: lecture

Advanced Mathematics
The number of class: 48

Subject: Computer Science and Technology, Internet of 
Things, Mathematics and Applied Mathematics

Educational mode: lecture

LimitLimit

FunctionFunction Integral Integral 

Practical problemsPractical problemscontain
contain contain

contain
solve

temp_f: 48
spat_f: 3
stru_f: 1

temp_f: 48
spat_f: 3
stru_f: 1

Analytic GeometryAnalytic Geometry

Coordinate systemsCoordinate systems

SurfaceSurface

Probability Theory
The number of class: 32

Subject: Computer Science and 
Technology, Automation, 
Mathematics and Applied 

Mathematics
Educational mode: lecture, 

experiments

Probability Theory
The number of class: 32

Subject: Computer Science and 
Technology, Automation, 
Mathematics and Applied 

Mathematics
Educational mode: lecture, 

experiments

Numerical 
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Numerical 
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contain EstimationEstimation

contain

temp_f: 32
spat_f: 3
stru_f: 2

temp_f: 32
spat_f: 3
stru_f: 2

contain
contain

Complex Functions and 
Integral Transformation
Complex Functions and 
Integral Transformation

Fig. 3. Statistics about structural frequency, spatial frequency and temporal frequency
based on DataGraphDIK

2.2.2 Processing DataDIK Integration and Entity Abstraction Based
on InformationGraphDIK

InformationGraphDIK reflects communications and multiple interactions
between entities. As shown in Fig. 4, new concept is generated by integrating
DataDIK in Fig. 3. Different DataDIK resources are linked closely with each other
in form of data structures including list, queue and tree. In order to improve the
expression of resource architecture, we gather closely related DataDIK collection
so as to analyze and abstract InformationDIK resources. After gathering a cer-
tain number of entities as a group, we calculate the ratio of internal and external
degree of interaction between entities according to Eq. 3:

cohesion =
IFreqII

IFreqEI
(3)

where cohesion represents the ratio of internal degree of interaction and exter-
nal degree of interaction. We restrict the related DataDIK collection must be
connected to each other. Cohesion is an indicator of the degree of correlation
between entities. IFreqEI represents times of external interactions between enti-
ties and IFreqII represents times of internal interactions between entities.

2.3 Analysis and Processing of Knowledge Based
on KnowledgeGraphDIK

2.3.1 Information Reasoning and Knowledge Forecasting
on KnowledgeGraphDIK

Path ranking algorithm uses each of different relational paths as a one-
dimensional feature. Through constructing a large number of relational paths
in KnowledgeGraphDIK to construct the eigenvector of relation classification
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Fig. 4. Automatic generation of entities based on InformationGraphDIK

and a relational classifier to extract the relationship between entities. Actual
model abstractions should include abstractions from a set of existing relational
entities and relationships to one or several new entities and new relationships.
We create a truth table to indicate whether the information obtained through
entity and relationship reasoning is true. We calculate the rate of correctness of
a relationship, denoted as Cr (E1, R, E2), according to Eq. 4:

Cr(E1, R,E2) =

∑
π∈Q P (E1 → E2)θ(π)

|Q| (4)

where P(E1, E2) indicates one path between E1 and E2, Q indicates all paths
starting from E1 and ending with E2, represents the weight obtained by training.

2.3.2 Importance Measurement of Nodes on KnowledgeGraphDIK

Knowledge Graph have been widely adopted, in large part owing to their schema-
less nature that enables Knowledge Graph to grow seamlessly and allows for
adding new relationships and entities as needed. Each semantic relationship on
KnowledgeGraphDIK has its own weight that is denoted as θ to represent the
importance of the relationship. We evaluate the importance of nodes, denoted
as Final impor in KnowledgeGraphDIK according to Eq. 5 through marking and
manipulating different types of semantic relationships between entities.

Final impor = αDFreq ∗ βCom degree ∗ γ

∑n
i=1 λi ∗ Reli

n
(5)

where λi represents the weight of relationship Rel i and n represents the amount
of relationship types.

3 Characteristics Analysis of Application of DIK
Architecture

Through analyzing frequency statistics and calculating of DataDIK based on
DataGraphDIK , we filter DataDIK with lower integrated frequency and reduce
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appearance of false and useless DataDIK . Unifying expressive forms of DataDIK

based on InformationGraphDIK , we eliminate redundant DataDIK . Through
integrating frequently-interactive DataDIK together, we can summarize general
rules of InformationDIK . Relationship of DataDIK and InformationDIK is lack
of hierarchies and logicality. As a result, through classifying and statistically
analyzing InformationDIK , taking empirical knowledge into consideration, we
speculate unknown information and get probabilistic answers.

Because of restriction of relationships between DataDIK , InformationDIK

and KnowledgeDIK , users cannot obtain InformationDIK and KnowledgeDIK

directly based on DataGraphDIK . They cannot obtain KnowledgeDIK based
on InformationGraphDIK as well. On cross-layer searching there are following
cases including some resources cannot be searched, sometimes endless resources
are searched or obtained resources don’t match with users’ information needs.
We model these resources and search the integrated resources according to three-
layer graphs. We use different resource architectures according to different cases.

4 Application of Learning Recommendation Service
Based on DIK Method

Knowledge points are divided into three layers including DataDIK ,
InformationDIK and KnowledgeDIK . It is easy to get description of users’
learning needs and learning processes based on architecture of GraphDIK with
the introduction of “5W” questions. Through establishing learners’ models and
acquiring their current learning state, ability level and learning target, we provide
users with an effective learning strategy. After getting learner’s expected effort
and learning objectives, we compute the learner’s expected learning efficiency
according to Eq. 6:

Expected effi =
Total know

Expected effort
(6)

where Total know represents total amounts of knowledge points that the learner
has to study to achieve his/her target.

Figure 5 shows partial knowledge system of computer science. We assume that
a user’s learning objective is to master the course of principle of communication.
Courses that he or she has been mastered and hasn’t been mastered yet have been
marked in the resource system. Each number marked with a course represents
the average effort that users must put in order to master this course. If a user’s
expected effort is 90, then we can recommend the three learning programs as
Fig. 5 shows.

According to the type of user’s learning objectives, we choose the correspond-
ing layer of resource processing architecture to traversal. Marking the knowledge
points that the learner has learned and will learn on the resource processing
architecture and traversing graphs, we can obtain all preorder nodes of target
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Fig. 5. An example of learning recommendation service based on GraphDIK resource
processing architecture

knowledge points and recommend the complete learning path to users. We com-
pute the actual learning efficiency of a user according to Eq. 7:

Actual effi =
Got know

Actual effort
(7)

where Got know represents the knowledge point that the learner has mastered
and Actual effort represents the learner’s actual learning effort. Through ana-
lyzing changes of learner’s ability, we can update learner model. According to
the updated learner model and resource processing architecture, we re-acquire
the learner’s learning objectives and expected learning effort.

5 Related Work

Efficiency of search engines depends on a large number of labeled data. With the
introduction of statistical machine learning methods, coreference resolution tech-
nology has entered a rapid development stage. Using the planned and extracted
knowledge base, it extracted millions of rules from unlabeled question corpus
and multiple knowledge bases to search a solution to problem analysis and
query refactoring [8]. Development of software service system can be divided
into stages of data sharing, information transfer, and knowledge creation in
terms of data, information and knowledge [11]. In [12] the authors proposed
a method to promote cross-language knowledge linking through concept annota-
tions, which enriched cross-language knowledge links, and promoted knowledge
sharing in different languages. Regional collaborative medical data centers are
established to achieve integration among hospital information. Scientists have
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proposed numerous models for defining anything “as a service (aaS)”, including
discussions of products, processes, data and information management as a ser-
vice [6]. In [9] the authors proposed a semantic-oriented cross-language ontology
mapping (SOCOM) framework to enhance the interoperability of ontology-based
systems involving multilingual knowledge base. In [7] the authors clarified the
architecture of Knowledge Graph as a whole and extended the existing concept of
Knowledge Graph into four aspects including Data Graph, Information Graph,
Knowledge Graph and Wisdom Graph.

6 Conclusion

With the rapid development of Internet, it is a great challenge to quickly and
accurately search resources that satisfy users’ requirements. We propose a learn-
ing planning and recommendation approach based on an adaptive architec-
ture composing Data Graph, Information Graph and Knowledge Graph. The
architecture introduces empirical and theoretical rules to modelling DataDIK ,
InformationDIK , KnowledgeDIK and deals with inconsistency, redundancy and
lack of resources effectively. We provide users with learning planning and rec-
ommendation service based on the adaptive architecture on DataGraphDIK ,
InformationGraphDIK and KnowledgeGraphDIK aiming at improving the effec-
tiveness and efficiency of learning. Through automatic abstraction and dynamic
planning, the architecture will recommend optimized service to users after effec-
tive and adaptive resources search and self-organization. Currently we have inter-
preted our work with cases in all segments and in the next stage we will expand
the scale of dataset to further verify the feasibility of our approach.
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