)

Check for
updates

Research on the Contextual Information
in Scene Classification

Pan Feng, Danyang Qin®?, Ping Ji, and Jingya Ma

Key Lab of Electronic and Communication Engineering,
Heilongjiang University,
No. 74 Xuefu Road, Harbin, People’s Republic of China
gindanyang@hlju. edu. cn

Abstract. The classical localization approaches only focus on the performance
of features extracted from images but ignore contextual information hidden in
the images. In this paper, it is annotated on the images and SVM model is used
to classify different images for semantic localization. Supervised Latent
Dirichlet Allocation (SLDA) model is introduced to obtain the annotations, and
the standard SIFT algorithm is improved to extract feature descriptors. Two
situations are designed for the acquisition of contextual annotations, which are
to provide the accurate contextual annotations directly and to infer contextual
information by sLDA model. The effect of contextual information in scene
classification is simulated and verified.
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1 Introduction

With the development of Artificial Intelligence (Al), the robot localization has become
a research hotspot. Considering the importance of robot localization, some existing
localization methods are combined to obtain better performance.

The semantics-based visual localization method is adopted in this paper, which
takes use of the category labels such as “office” and “corridor” to describe the location
of the robot and can be applied to many cases. [1] proposed an application of semantic
localization to autopilot. As the camera is the primary information collection device of
the robot, the semantic positioning can be considered as a classification problem.

To improve the precision of classification, contextual information annotations are
combined with image feature descriptors. Contextual information involves multiple
aspects e.g. keywords to describe images. In other fields, some papers are proposed to
solve various technology problems with contextual information. Contextual
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information can be used to monitor system intrusion from external network [2].
Filippini in [3] adopt the contextual information of user location to improve directional
cell discovery.

In addition to the contextual information, the standard Scale Invariant Feature
Transform (SIFT) method will also be adopted to improve the performance of image
descriptors, and the SLDA model [4] is used to obtain the contextual annotations.

Three scenes will be designed and adopted to perform the simulation: (a) without
contextual information; (b) providing context information annotation directly; (c) in-
ferring contextual information by sLDA. Scene (a) represents the classic semantic
localization, scene (b) will show the maximum benefit of the contextual information
and scene (c) will evaluate the effective integration of contextual information.

2 Related Work

2.1 Image Feature Descriptor

Image feature descriptors are used to describe image features, such as color, shape and
gradient, which are divided into local feature descriptor and global feature descriptor.
In our work, we use two feature descriptors, Histogram of Oriented Gradient (HOG) [5]
and Histogram of Vision Words (HoVW), which is combination of the SIFT and the
Bag of Words (BoW).

The BoW process is based on cluster and takes use of the local features extracted
from image as the input. Every cluster is a “word”, and the whole n words are defined
as a whole to be a codebook. By mapping local features to words, any input image can
be represented as a word bag. Finally, the word frequency histogram is calculated and it
is a global feature descriptor.

In addition, different descriptor dimensions will be evaluated in the following ways:
(a) Combining neighboring angles in HOG process; (b) Choosing different numbers of
words in HoVW process. Finally, four dimensions of 50, 100, 200 and 300 are selected
and shared by two descriptors.

2.2 sLDA Model

LDA is a kind of Bayesian model, which can infer the posterior distribution of hidden
variables as in (1) if given a set of visual words in the image.

P(04, wi, zjlot, )

P(9d7Zj|Wi,O(7ﬂ) = (1)

P(W,‘|O(, [3)
where z; is the topic of the visual word w; that can be observed, and is defined by
P(z]04). Z={z1,22, ..., z}, |Z| = k indicating that there are k topics. 0, is the

mixture proportion of the topics in the image and it is a Dirichlet random variable. If
there is z;, w; can be obtained from P(wi\zj, /3) under multinomial distribution, where f8
is a k x V matrix and f;; = P(w/ = 1| = 1) as in (2).
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where o and f are model parameters defined before test. P(0,4|a) is defined as (4):

m
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While sLDA adds a response variable y to LDA and jointly model the document
and the response to find latent topics which can predict the response variables for
unlabeled images in the future.

The response variable comes from a normal linear model N(y'z, %), where 1 and ¢
are the response parameters and there is z = 1/N Z 1 %o

A graphical model representation of SLDA can be seen in Fig. 1. Top-N F-measure
in [6] is used to measure annotation performance and there is N = 5. The score is
standardized to represent a number between 0 and 1, where the larger the number is, the
stronger the relevancy will be.
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Fig. 1. Graphical model representation of sLDA

Table 1 shows performance comparison of sSLDA and multi-label SVM in object
recognition, which indicates the performance of sLDA is better than that of SVM.
2.3 SIFT Algorithm Optimization

Considering that SIFT cannot deal with images in many scenes well enough, such as
underwater scene. An optimized SIFT is presented in this section.
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Table 1. Object detection performance of sLDA and SVM

Detecting object | SVM | sLDA
Bed 0.5371|0.6322
Cupboard 0.3029 | 0.4204
Keyboard 0.5157 | 0.6846
Monitor 0.4529 1 0.6212
Table 0.3829 | 0.4843

Pre-filtering operation in the image by a Gabor filter can be realized as follows:

2
Gy = 0100 X exp <1777: (x cos 0 +y sin 0))

in 0)? 2 (5)
« exp(— (x cosO+ysin0)” (ycosO— x sin0) >

2 2
207 2035

where (x,y) is the coordinate; 0 is the orientation of the filter; A is the wavelength; g,
and g, are Gaussian standard deviations taken along with the orientation 0 and 0 + 7/2.

To approximate the odd Gabor filter, there is ¢, = 62 = ¢ to make only one
variable exist in the function. Odd Gabor filters approximate odd Gaussian filters where
A = 60, so it can be set as 4 = 60 and being taken into (5) to generate (6). It is similar
to an odd Gaussian filter.

1 X2 2 2
8ry0 = Ima? exp (— %) sin (£ (x cos 8+ y sin 0)) (6)

As standard SIFT has a fixed threshold as 0.03, many key points in dim scenes will
be eliminated. To avoid the absence of information, the threshold will be kept at 10%
of the image contrast. The points below 10% are considered as the low illuminance
points and are not regarded as key points.

Standard SIFT uses pixel differentiation to obtain the image derivative and further
generates relative amplitude and gradient. The process will be very sensitive to noise.
The pixel difference process involves high-pass filtering, amplifying high-frequency
noise in it. To avoid the noise, the sobel operator is adopted to each key point.

M(xay) = \/Dx(xay)z +D}‘(xay)2

()
O(x,y) = tan™' (Dy(x,y)/Dx(x,y))
where the intermediate variables satisfy:
Dx(x7y) :f;c.mbpl('x7y)1('x7y) (8)

DY(xay) :fy.mbel (x’ y)l(xv y)
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and
1 0 —1 1 2 1
f;(.wbel =12 0 -2 ’f,;’mbel = 0 0 0 (9)
1 0 —1 -1 -2 -1

The parameters f, ,, and f, ,  are the sobel operators along the orientation x and y,
and M(x,y) and ®(x,y) are value and orientation of gradient respectively. This
improvement will preserve more information in the descriptors and eliminate noise.

Finally, we use Hausdorff distance [7] to computer the distance between key points.
Given two sets of points A = {ay,az, ..., an} and B = {by, by, ..., b,}, Hausdorff
distance is calculated as follows:

H(A, B) = max(h(A, B), h(B,A)) (10)

where h(A,B) = max rglilr;lHa — b||. Hausdorff distance is more accurate than Euclidean
ac S

distance between two key points and eliminates false matches. The performance
comparison of SIFT before and after optimization is shown in Table 2, in which Key
Points in Reference Image (KPRI), Key Points in Test Images (KPTI), Match points
(Matches), Correct Match points (CMathes), Root Mean Square Error (RMSE) and
Time Cost will be taken to compare based on standard and optimized SIFT.

Table 2. Comparison of quantitative parameters

Algorithm KPRI | KPTI | Matches | CMathes | RMSE | Time Cost
SIFT (standard) | 259 | 493 |44 4 1.79 541
SIFT (optimized) | 1464 |2034 |32 5 0.69 |15.1

2.4 SVM Model

Supposing A is a series of examples and labels under unknown probability distribu-
tions, it needs to find a function that allows the most accurate determination of the class
of any future example. Generally, there is:

!
f(x) :Z“iyiK(xvxi)+b (11)
]

where b € R, b and o; are Lagrange coefficients. Most ¢; will become zero after training
and the vector with non-zero is called support vector. K(x;,x;) is the kernel function
being selected based on specific issue.

Most classification models can solve multi-label problem, but SVM model fail to
do so. Multi-label SVM classifier can be constructed by using one-versus-one or one-
versus-all method [8], and the one-versus-all is adopted in the test. About the key
parameter K(x;,x;), the following two metrics are usually taken to evaluate:
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e Linear kernel (SVMy;,): K(x1,x2) = x1 - X2 + coefy
o 1> kemnel (SVM,2): K(x1,x2) =1— 31 (1 —x)

i=1 %(Xl +x2)

Considering about the indoor characteristics, x> kernel is taken in this paper. The
paper evaluates the model through 5-fold cross validation. To keep each sample dis-
tribution invariable in the test, we use stratified fold selection. In addition, the fold
remains the same value during evaluation of different descriptors, and the effect of
randomness is avoided.

2.5 Context Information

Two existing datasets are adopted to train and test the model as KTH-IDOL2 [9] and
ViDRILO [10], both of which are acquired by robots in indoor environments:

e KTH-IDOL2 dataset contains 5 scenes and 3 lighting conditions
e ViDRILO dataset contains 10 scenes and the existence of 15 objects in images

The lighting condition in KTH-IDOL?2 and the existence of 15 objects in ViDRILO
are considered as contextual information respectively. By adding some binary numbers
to descriptors, we combine context information with descriptors.

Contextual information about the objects is not exclusive and each object is a
binary variable. Although the lighting conditions are unique, we choose 3 binary
representations allowing more experimental variables, and 15 binary values are taken to
represent objects’ presences which are annotated in the ViDRLO.

3 Performance Evaluation

We choose HOVW and HOG as feature descriptors, and the dimensionalities are chosen
for 50, 100, 200 and 300. 5-fold cross validation is used to calculate classification
accuracy. In the test, image descriptors are considered to be input data of model to
obtain context information.

Figure 2 shows the simulation results in three cases: (1) Free of contextual infor-
mation (Baseline); (2) Providing context annotations (Ideal) directly; (3) Inferring
contextual information (Realistic). Comparison and analysis from Fig. 2 can draw the
following conclusions:

e Annotations in KTH-IDOL2 have no effect on scene classification, suggesting that
the lighting condition has little to do with the scene category;

e Comparing HOVW and HOG, the combination with lower baseline accuracy has
larger improvement space by integrating contextual information;

e When inferring contextual information, the SVM classification is less effective than
scene without contextual annotations, indicating SVM is sensitive to data error;
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Fig. 2. Simulating results of scene classification tests

4 Conclusion

To achieve the scene classification effectively in real application, the combination of
contextual information and image descriptor are proposed and evaluated in this paper.
Two integration methods are adopted: one is giving accurate contextual information
annotations and the other is inferring contextual information at the initial stage. The
proposal is experimentally tested by using SVM classification model with two datasets
and two image descriptors. It can be concluded that the contextual information is useful
for classification.

The effect of context information relies on the descriptor, model and dataset. When
providing contextual information directly, the classification accuracy improves; when
inferring contextual information, there are some errors which make the classification
result worse. In the future, we will do more experiments on new datasets, classification
models and descriptors to find more effective approaches using contextual information.
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