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Abstract. In this paper, we propose a framework called conversational
partner inference using nonverbal information (abbreviated as CFN). We
use the wrist-based wearable device that has an accelerometer sensor to
detect the user’s hand movement. Besides, we propose three different
methods, named leading CFN, trainling CFN and leading-trailing CFN,
to integrate the detected movement behaviors with the sound data sensed
by microphones to effectively infer conservational partners. In experi-
ments, we collect real data to evaluate the proposed framework. The
experimental results show that the accuracy of leading CFN is better
than trailing CFN and leading-trailing CFN. Moreover, our approach
shows higher accuracy than the state-of-the-art approach for conversa-
tional partner inference.
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1 Introduction

Smartphone has become an essential tools for many people’s daily life. With
rapid advancement of smartphones, more and more types of sensors are embed-
ded in smartphones. Among these sensors, the microphone is a common sensor
that can be used to sense the sound around the user. Recently, various audio
related applications on smartphones for inferring personal contexts have been
proposed [1–4]. They use the sensed sound by smartphones to recognize ambi-
ent sounds [3], nearby speakers [1], the stress level of the user [2], and even the
user’s indoor location [4]. However, these applications mainly focus on individ-
ual users’ contexts rather than conversation groups’ contexts. Here are some of
the recent studies that mainly focus on cell phone-based conversation. Socio-
Phone is a mobile platform that proposed by [5] for conversational monitoring.
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The main idea of their method is to use the volume of the phone to calcu-
late and identify the speaker. However, this method assumes that the conversa-
tion group is known and does not propose a method to identify which speakers
belong to the same conversation group. Socialweaver [6] uses a clustering-based
approach to identify which speakers belong to the same conversation group by
using a clustering algorithm. However, to achieve a considerable accuracy, it
has to take approximately up to thirty minutes of conversation data, which
requires a very high time cost. Afterward, a low time cost approach [7] for con-
versation partner inference is proposed. This approach uses the smartphone to
detect the segments of speech from the speaker (also known as speaker turns
[7]), and then uses associations between speaker turns of different speakers
to infer conversational partners. The experimental results show that the app-
roach has a good recognition rate. Although the above methods are commit-
ted to the study of conversation partner inference, they do not consider the
speaker’s body language to further enhance the inference performance. In view
of this, we address the above research issue by proposing a new framework called
conversational partner inference using nonverbal information (CFN). In
the proposed framework, we take the wrist-wearable device into consideration
for capturing the acceleration information about the user’s hand movements
(called moving turns). We further incorporate moving turns and speaker turns
into action turns for inferring conversational partners in a more effective man-
ner. Based on the way of action turn composition, we propose three methods,
namely leading CFN, trailing CFN, and leading-trailing CFN. Extensive experi-
mental results show that the accuracy of leading CFN is better than trailing and
leading-trailing ones. Moreover, the results show that the accuracy is approxi-
mately 2% to 6% higher than the current best approach [7].

2 Related Work

Several studies [5,8–11] have been conducted on developing novel applications
for human’s social interactions. Reference [11] designs an interesting social appli-
cation called E-SmallTalker on mobile platform. It can efficiently compare the
common interests and friends of two conversational partners and use such infor-
mation to recommend users’ some chat topics to begin a conversation. Reference
[10] designs a wrist-based wearable device to detect the handshake behavior of
two users. If a handshake behavior is detected by the developed system, the users’
mobile devices will automatically exchange e-mail addresses and social network
accounts, which avoids the inconvenience caused by the exchange of traditional
business cards. Reference [9] proposes an application called High5, which uses
wrist-based wearable devices to detect the clapping behavior between two or
more people, which can be used to increase the times of interactions between
employees in a company. Reference [12] uses a wearable device attached to the
thigh of the user to analyze the movement direction and acceleration of the user,
which allows to detect which users belong to which moving groups. Reference [8]
analyzes human’s nonverbal behaviors to understand the relationships of social
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interactions between people. Sociophone [5] is a an interaction monitoring plat-
form, which uses the sound sensed by the microphone of the smartphone to know
the identity of the speakers. It can be used to automatically record the user’s
daily conversation with others.

3 Conversation Partners Analysis

Figure 1 shows the workflow of our conversation inference mechanism. The smart-
phones of users form a proximity group via short-range communication. They
continuously collect verbal information by recognizing their owners’ speaker
turns and emotions and nonverbal information from wearable sensors by under-
standing users’ hand moving periods. After sharing information among these
phones, they analyze self-conversational relationship with the others by investi-
gating the fused data of verbal and nonverbal information. Figure 2 presents the
proposed system architecture of this wearable sensing system for conversation
partner inference. We then introduce components of the system architecture as
follows.

Fig. 1. The workflow of our analysis model.

Fig. 2. The system architecture
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Fig. 3. Examples of (a) leading, (b) trailing, and (c) leading-trailing action turn com-
position.

Sensing, Processing, and Recognition Classifier. Here, we explain how to
extract verbal and nonverbal information by this wearable sensing system. For
verbal information, we follow the procedures of sensing, processing, and recog-
nition in reference [7]. We then can obtain speaker turns and emotion of a user
by analyzing user’s voice in a conversation. For nonverbal information, we inves-
tigate user’s hand movement during a conversation by analyzing accelerations
from the sensor worn on the user’s wrist. In the sensing component, thus, we
simply measure wrist acceleration by a 3-axis accelerometer. Then, in the prepro-
cessing component, we compute the total acceleration of 3-axis accelerations and
extract 4 statistical features, mean crossing rate, variance, average absolute devi-
ation, and kurtosis, within a period of window time. Next, the hand movement
classifier utilizes these 4 features to build a recognition model to distinguish
the hand movement which is caused by hand-gestures during a conversation.
Finally, the component of conversation analysis will acquire a sequence of hand
movement and speaking periods where we call moving turns and speaker turns,
respectively.

Conversation Analysis. Through the wireless interface, one smartphone can
acquire speaker turns and moving turns of nearby users. The conversation anal-
ysis component exploits these verbal and nonverbal information to infer con-
versation groups. The problem is how to do the data fusion with verbal and
nonverbal information. Here, we define 3 methods, namely leading CFN, trailing
CFN, and leading-trailing CFN, to compose the fused data called action turns.
An action turn represents the period of time where a user dominates a conversa-
tion for interacting with others. The leading CFN is to model a situation where
a speaker’s hand-gesture leads a speaking sentence during a conversation. Thus,
it composes an action turn by merging a speaker turn with the moving turn
acted before it as shown in Fig. 3(a). On the other hand, the trailing CFN is to
model a situation where a speaker’s speaking sentence leads a hand-gesture. It
composes an action turn by merging a speaker turn with the moving turn acted
after it as shown in Fig. 3(b). Whereas, leading-trailing CFN is model both situ-
ations by merging a speaker turn with the moving turn acted around it as shown
in Fig. 3(c).

To infer the group conversations in an environment, we analyze the relations
among action turns of all the users. We adopt pairwise conversation possibility
Dialog Confidence(DC) in [7] where we have a higher confidence that two people
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Fig. 4. (a) Bonus function (b) Penalty function.

have a conversation if their action turns are nearly close and hardly overlapping.
We thus define two functions to evaluate the gap and overlapping of two adjacent
turns. Given a gap x between one action turn of one user and that of the other
user, the bonus function shown in Fig. 4(a) is defined as

fb(x) = λ1e
− x2

α , (1)

where λ1 and α are predefined constants to control the amplitude and the slope
of the curve. The value fb(x) is inversely proportional to the gap x. On the
contrary, given two turns with an overlapping period x, the penalty function
shown in Fig. 4(b) is defined as

fp(x) = −λ2e
(β−1)x , (2)

where λ2 and β are predefined constants to control the amplitude and the slope
of the curve.

Assume that there are users i and user j. we compute the DC by the following
equation:

Di,j =

∑

xb∈Bi,j

fb(xb) +
∑

xp∈P i,j

fp(xp)

|Bi,j | + |P i,j | , (3)

where Bi,j and P i,j are sets of bonus and penalty cases between user i and j’s
actions turns. If the dialog confidence Di,j is above a threshold ΔD, we determine
that users i and j have a conversation in this interval. Therefore, we can infer
that user i and j is in the same conversation group. Once we apply this DC
computation for all 2-combinations of users in this environment, we will know
the conversation partners of each user.

4 Performance Evaluation

In this section, we evaluate the performance of the conversation inference consid-
ering nonverbal information. We conduct experiments of having a conversation
with 2 or 3 speakers while recording each speaker’s voice and wrist acceleration.
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Fig. 5. Experiments of real-life conversations.

Fig. 6. Performance evaluation of scenario (a) 1, (b) 2, and (c) 3.

Figure 5 shows the domination of each speaker in the conversations where these
turns are manually labelled. We define 3 scenarios of simulating concurrent group
conversations in an environment from these conversation records. The scenario
1 simulates 2 concurrent group conversations by mixing the conversation 1 and
2; The scenario 2 simulates 3 concurrent group conversations by mixing the con-
versations 1, 2, and 3, each group has 2 speakers; Then, the scenario 3 simulates
concurrent 2-speaker and 3-speaker conversation groups. Figure 6 shows perfor-
mance of conversation inference while considering hand-gesture information. The
performance matric is the accuracy of conversation inference which is computed
by TP+TN

TP+FP+FN+TN . The TP , TN , FP , and FN represents the numbers of true
positive, true negative, false positive, and false negative cases of conversation
inference, respectively. The leading CFN can achieve better performance than
the others. The reason is that the speaker may have some gestures before speak-
ing and these gestures may enhance the continuity of action turns. However, the
gesture behind a sentence may decrease the performance by overlapping with
others’ gesture or speaking.
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5 Conclusion and Future Works

In this work, we propose a mechanism to infer conversation partner using non-
verbal information with the assistance of wearable devices. We utilize wrist
accelerometer to detect the movement of hand-gestures in a conversation. We
observe the correlation of action turns, which are composed by verbal and non-
verbal information, among speakers to enhance the performance of Dialog Con-
fidence Finally, we show that the leading method of action turn composition can
have 2% to 6% improvement of conversation inference.
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