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ABSTRACT
The design of an efficient base station scheduler with the ability to support different kinds of IP traffic, ranging from conventional data to real-time IP services plays a crucial role in the all-IP convergence goal of next-generation cellular systems. In this context, we first consider the basic network utility based data (rate) scheduler and extend it to a more generic, unified scheduler, capable of handling heterogeneous (data and voice) traffic types and their respective parameters (rate, delay and jitter). More importantly, we then consider the case where both the base station and mobile users are equipped with multiple sub-channels as in OFDM systems. The introduction of multiple sub-channels exponentially increases the search space for scheduling decisions as well as significantly increases the feedback overhead. To reduce the complexity of scheduling and the feedback overhead without sacrificing appreciably on performance, we propose a parameter-based optimization. While such an optimization does not reduce the complexity and overhead in single channel systems, we show that it has the potential to significantly reduce complexity and overhead in multiple channel systems. This is achieved in the form of a unified scheduling algorithm that identifies and exploits specific transmission strategies that optimize individual parameters. This is verified through comprehensive evaluations in a packet-level event-driven network simulator.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Communication

General Terms
Design, performance, algorithms

1. INTRODUCTION

Next generation cellular systems are aimed at adopting advanced technologies like multiple-input multiple-output (MIMO) and orthogonal frequency division multiplexing (OFDM) for providing improved network services and aiding in the convergence towards an all-IP network. One of the key requirements in such an endeavor, is to have an efficient scheduler at the base station that is capable of effectively using the available network resources to satisfy heterogeneous user requirements ranging from data to VoIP, streaming, etc. This in turn, characterizes the two main components of an efficient scheduler design, namely, (i) accommodation of heterogeneous traffic types (parameters), and (ii) exploitation of physical layer degrees of freedom (DoF) like OFDM, MIMO, etc. for improved network performance. In this context, we focus on OFDM-based systems that carry data and voice traffic with an emphasis on rate, delay and jitter parameters.

There exist several scheduling rules for individual traffic types and their respective parameters like rate, delay, etc. [7, 11, 8, 3, 2]. However, when it comes to heterogeneous traffic (eg. mixed data and voice flows), there are few schedulers available [4, 12, 5]. Even among these heterogeneous schedulers, most of them do not provide the ability to flexibly trade-off resources between the different traffic types. This critically limits the ability to provide fine-grained QoS, which is a key requirement for next-generation cellular networks. Further, while the packet-level schedulers exploit the inherent multi-user diversity (MUD) [6] present in the system, they fail to exploit the physical layer DoF like multiple sub-channels, antennas, etc. On the other hand, there are several scheduling rules designed in the physical layer that operate at a much finer granularity of bits and are focused primarily on exploiting the multi-user diversity as well as the physical layer capabilities [15, 13, 16]. However, they are limited in the parameters they optimize to predominantly rate and losses; and do not account for the increased complexity and overhead resulting from exploitation of DoF or sophisticated fairness models across users. Thus, the goals of this work and hence the contributions are two-fold:

- Design of a unified scheduler capable of handling heterogeneous traffic.
- Design of a scheduler capable of efficiently exploiting multiple sub-channels at the physical layer, albeit at a lower cost of complexity and overhead.

Specifically, the unified framework is designed on the basis on network utility maximization. It extends the existing utility based throughput optimization for best effort data
traffic [10, 13] to a more unified framework, capable of accommodating multiple traffic types that belong to different QoS classes, with the ability to effectively tradeoff resources between them. It is also capable of optimizing multiple parameters (rate, delay, jitter, etc.) in tandem along with desired fairness model. The scheduler is then extended to the case where both the base station and mobile users are equipped with multiple channels. The ability to leverage the advantages of OFDM sub-channels also exponentially increases the search space for scheduling decisions as well as significantly increases the communication overhead. To reduce the complexity of scheduling and the communication overhead without sacrificing appreciably on performance, we propose a parameter-based optimization. We show that while such an optimization does not reduce the complexity and overhead in single channel systems, it has the potential to significantly reduce complexity and overhead in multiple channel systems (MCS). This is achieved in the form of a unified scheduling algorithm that identifies and exploits specific transmission strategies that optimize individual parameters. The proposed scheduler for MCS significantly reduces complexity and communication overhead, while performing reasonably close to the optimal scheme. This is verified through comprehensive evaluations in a packet-level event-driven network simulator.

The rest of the paper is organized as follows. Section 2 presents the system model that will be used for reference in the rest of the paper. Section 3 presents the design of the unified scheduling framework. The scheduler design for multiple channels is presented in Section 4. The design of both the scheduling framework and the efficient algorithms are evaluated in Section 5. Related work in literature is presented in Section 6, followed by concluding remarks in Section 7.

2. SYSTEM MODEL

We consider an OFDM-based single-cellular system. While the design of the scheduler applies to both downlink and uplink systems, we present the scheduler design in the context of a downlink system. The users are uniformly located within the cell radius. The distribution of users automatically generates asymmetry in user channel rates, while the mobility of users induces Rayleigh fading and consequently provides potential for multi-user diversity. The presence of multiple sub-channels at the BS and MS provides an additional degree of frequency diversity.

Multiple users, each capable of receiving data or voice flows and hence interested in one or more parameters (rate, delay, jitter) are considered. Users could belong to different traffic QoS classes, and even within a single traffic class, users could have different priorities based on their traffic type. We assume that the BS has a buffer for each of the users that it services. In addition to this, we assume that each user has a finite virtual buffer at the base station for each of the different traffic types that it services. If there are multiple flows for a user of a single traffic type, they will share the same virtual buffer. Further, the voice flows are assumed to be time-sensitive with a maximum tolerance level for packet delay and jitter. Any packet that violates these requirements is considered to be equivalent to a lost packet.

With multiple channels at both the base station and user terminals, single user (operating on all channels) as well multi-user (operating on a subset of channels) transmission strategies are considered. A $K$-user frequency selective broadcast fading channel is considered for the system. $P$ represents the maximum power used by BS for its transmission, which is split equally across all sub-channels. The fading processes are assumed to be independent across users. Note that a sub-channel could correspond to a single carrier or a bunch of contiguous carriers as considered in practical systems. Since our scheduler is not specific to any particular receiver processing scheme, we consider the Shannon capacity for the different transmission strategies as the model for instantaneous channel rate estimation, namely

$$r_t(k) = \log_2 \left( 1 + \frac{P |H_k(f_t)|^2}{A N_k(f_t)} \right)$$

where $H_k(f_t)$ and $N_k(f_t)$ represent the channel and noise frequency response for user $k$ on sub-channel $\ell$.

3. UNIFIED SCHEDULING FRAMEWORK

We resort to a network utility based framework for designing a unified scheduling algorithm. Utility refers to the amount of satisfaction perceived by an end-user/application for a certain amount of network resources received and hence directly captures end-user performance. Further, when maximizing a set of concave utility functions of all increasing/decreasing preferences, the nature of the utility function chosen automatically determines the nature of the fairness model that results in the system [10]. Utility based scheduler designs have been popular for throughput (rate) optimization of data traffic [10, 13]. In this section, we extend such designs to a unified utility framework for scheduling heterogeneous IP traffic in tandem, where the utility functions for different traffic types can be captured by concave, differentiable functions. This is a reasonable assumption for most of the common application requirements of data, video, and voice for the parameters of rate, delay, and jitter. We consider the following notations in the rest of our discussions.

- $F$: number of traffic types in the system
- $S$: a potential set of users to be scheduled in a given slot
- $f_k$: $f^{th}$ traffic flow type of user $k$
- $U_{h,f}(x)$: utility of user $k$ for parameter $x$ of traffic $f$
- $r_k$, $d_k$, $j_k$: instantaneous rate, delay and jitter for user $k$
- $\bar{r}_k$, $\bar{d}_k$, $\bar{j}_k$: average rate, delay and jitter for user $k$
- $L_k$: packet size for user $k$
- $\alpha_f$: priority weight for traffic $f$ within any class
- $\beta_k$: priority weight of user $k$ based on the traffic class

3.1 Unified Scheduling Rule

The goal is to perform scheduling such that it maximizes the aggregate utility of the network.

$$\max \left\{ \sum_{k=1}^{K} \beta_k \sum_{f=1}^{F} \alpha_f U_{f,k} \right\}$$

Given the nature of utility functions, it can be shown that the system has a unique optimum, which in turn can be
achieved by the scheduler following the steepest gradient [1]
or the maximum marginal utility in every slot. Thus, the
schedule for each time slot $\Delta t$ can be given in terms of the
net marginal utility as,

$$S_{\text{max}} = \arg \max_S \{ \Delta U_s \} = \arg \max_S \left\{ \sum_{k \in S} (\Delta U)^+_k - \sum_{i \in S} (\Delta U)^-_i \right\}$$

Note that the net marginal utility gain for a schedule is captured
by not just the utility gains of the scheduled users but also by the utility losses of the non-scheduled users.

Without loss of generality, we assume that a set of users can be scheduled in a given slot depending on the number of sub-channels available at the physical layer. Further, each user has a set of queues at the network layer, one each for the different traffic types that could belong to different QoS classes. We assume that as long as a user has a waiting packet in its queues, the network layer first determines which of its different traffic types will contend for the time slot. Then, comes the second phase where the MAC layer

determines the specific set of users for transmission on the sub-channels from the contending set of users. Thus, arbitration of resources follows a two-step scheduling process:

**Step 1: Intra-user Scheduling**

Every user servicing multiple flow types, identifies the specific flow type that will generate the maximum marginal utility if scheduled and allows it to contend for the slot.

$$f^*_k = \arg \max_f \{ \alpha_f (\Delta U)_{k,f} \} = \arg \max_f \left\{ \alpha_f \frac{P_k}{\sum_{p=1}^{P_k} (\Delta U)_{k,f,p}} \right\}$$

where $P_k$ corresponds to the total number of parameters relevant to the chosen flow $f$ of user $k$.

**Step 2: Inter-user Scheduling**

Having chosen the traffic type for every backlogged user, the BS then identifies the specific set of users to be scheduled that will generate the maximum marginal utility in a similar manner. On simplification, we have (see [14]),

$$S_{\text{max}} = \arg \max_S \left\{ \sum_{k \in S} \beta_k \alpha^*_k \frac{r_k}{L_k P_k} \sum_{i=1}^{P_k} U_k (p_i) \gamma (\delta p_i) \right\}$$

where $\delta p_i$ corresponds to the change in parameter $p_i$ for a single packet transmission duration at time $t$; $\alpha^*_k = \alpha^*_k$ corresponds to that of traffic type $f^*_k$ of user $k$ from intra-user scheduling.

### 3.2 Individual Scheduling Rules

The unified scheduling rule for heterogeneous traffic can be used to derive individual scheduling rules for specific traffic types/parameters, namely average rate (throughput), packet delay and packet jitter after some analysis (see [14]). All users are assumed to contain flows of the same traffic type with a single parameter of interest ($\alpha_f = 1$).

$$S_{rate} = \arg \max_S \left\{ \sum_{k \in S} \beta_k U_k^+(r_k) r_k (t) \right\}$$

$$S_{delay} = \arg \max_S \left\{ \sum_{k \in S} \beta_k U_k^+(d_k) \frac{r_k (t)}{L_k} d_k (t) \right\}$$

$$S_{jitter} = \arg \max_S \left\{ \sum_{k \in S} \beta_k U_k^+(\delta_k) \frac{r_k (t)}{L_k} \delta_k (t) \right\}$$

Further, substituting back the appropriate $\delta p_i (t)$ for the different traffic types into Equation 1, we can obtain the final simplified form of the unified scheduling rule as well.

For the scheduler to make decisions, information on the following parameters will be required for each user $k$, namely $r_k (t)$, $d_k (t)$, and $\delta_k (t)$. While, the instantaneous rate for each user is fed back in the form of channel quality indicator (CQI), the average values of the parameters can be kept track at the BS itself as follows.

$$r_k (t) = (1 - \gamma) r_k (t - 1) + \gamma r_k (t)$$

$$d_k (t) = (1 + \gamma) d_k (t - 1) - \gamma d_k (t)$$

$$\delta_k (t) = (1 + \gamma) \delta_k (t - 1) - \gamma \delta_k (t)$$

While instantaneous rate and jitter can be measured at the BS, instantaneous delay can be estimated from queueing delay, assuming the wireless hop forms the bottleneck in flow's path.

### 3.3 Fairness

While the nature of the utility functions helps provide fairness across flows of the same type, $\beta_k$ provides service differentiation across users. However, neither of them account for fairness across flows of different traffic types, thereby causing the scheduler to bias towards flows of certain types. This is because, different parameters provide different levels of marginal utility for the same amount of network resources allocated. $\alpha_f$ can help address this issue. $\alpha_f$ as a priority weight, should not just account for service differentiation across traffic types but also for fairness between them. This is achieved by considering $\alpha_f$ to be composed of two components, $\alpha_{f,q}$ and $\alpha_{f,x}$. $\alpha_{f,q}$ would capture the service differentiation (QoS) required by the flow type, and $\alpha_{f,x}$ would capture the normalization of the flow’s parameter ($x$) to the basic network allocation resource (say, bandwidth), with the parameter that requires a higher network resource to achieve a certain desired utility being provided a higher $\alpha_{f,x}$ to eliminate scheduler bias. Now, by maximizing the aggregate weighted utility of all the flows, service differentiation is incorporated, while a system-wide notion of fairness is also provided both within and across traffic types. For eg., if a logarithmic utility function is considered for the different traffic parameters, then weighted proportional fairness is achieved in the system.

### 4. DOWNLINK SCHEDULING WITH MULTIPLE CHANNELS

While the unified and individual scheduling rules were generically designed and hence would directly apply to multiple channels as well, the complexity of the solution and the communication overhead involved plays a vital role in such multiple channel systems (MCS). In the case of single channel systems (SCS), the feedback overhead for making scheduling decisions is $O(K)$, also the number of possibilities for the schedule is equal to just the number of users, $K!$. This keeps the running time complexity of the scheduling algorithms within reasonable limits to allow for repeated execution at every frame transmission. However, for MCS (with $A$ channels), this is not the case.

While both single-user (SU) and multi-user (MU) strategies exploit MUD from user mobility, the SU strategy requires the feedback of only $\sum_{k=1}^{K} r_k (k)$ from each user $k,$
thereby resulting in an overhead of only $O(K)$ and a running-time complexity of $O(K^2)$. But the SU strategy lacks in performance, since in addition to MUD, MU strategies also provide frequency (channel) diversity. However, to obtain the maximum gain possible from diversity, every MS $k$ would have to send back, $CQH_k = r_k, \forall k \in \{1, \ldots, A\}$, which is a significant overhead of the order of $O(KA)$. Also, the complexity of the scheduling algorithm at the BS would now require a search over a much larger space of $(K^A)$ potential schedules, diminishing its ability to be executed at the granularity of frame transmissions. Hence, the focus is now to exploit the derived scheduling rules through an efficient, unified scheduling algorithm that aims to retain the performance reasonably close to that of the ideal scheme although at significantly reduced complexity and communication overhead.

### 4.1 Parameter-based Optimization

Recall the two-stage optimization process for scheduling. Extending this to multiple channel systems, we have,

**Step 1: Intra-user Scheduling**

$$f^*_k = \arg \max_f \left\{ \alpha_{f,g} r_{h,SU} \sum_{i=1}^{P_h} \alpha_{f,p_i} U_{k,\ell}(p_i)'(\delta_{p_i}) \right\}, \quad \forall k$$

$r_{h,SU}$ represents the rate corresponding to all the channels being used (SU strategy). In deciding the single contending flow for each user (at the network layer), since the channel conditions for the different flows are the same for a given user, one does not need to consider multiple strategies in this decision. However, once the contending flow from each user has been decided, it then becomes the responsibility of the MAC layer scheduler to perform **inter-user scheduling**, taking into account multiple communication strategies to optimize network performance.

**Step 2: Inter-user Scheduling**

$$S_{UI} = \arg \max_S \left\{ \sum_{(k,v_k) \in S} \frac{\beta_k r_{h,v_k} I_{k,v_k} \sum_{i=1}^{P_k} \alpha_{k,p_i} U_{h,v_k}(p_i)'(\delta_{p_i})}{L_k P_h} \right\}$$

where $S \leftarrow \{(k,v_k) \mid k \in \{1, \ldots, K\}, v_k \in \{V\} \}$. $V$ represents the set of all possible assignments of $A$ channels to a user; $v_k$ represents a vector of $A$ boolean variables denoting the specific assignment of the $A$ channels to user $k$ with $r_{h,v_k}$ representing the aggregate rate for the specific channel assignment. Note that, $\sum_{k=1}^{K} I_{k,v_k} v_k(m) \leq 1$, where $I_{k,v_k}$ is a boolean indicator, ensures the orthogonality constraint, whereby no channel is assigned to more than one user. Thus, a schedule $S$ consists of a vector of (user, channel assignment) pairs that specifies the set of users to be scheduled along with their respective strategy for transmission (number of channels and specific channel indices for each scheduled user). Solving the above formulation would provide us the optimal schedule that maximizes the aggregate network utility taking into account all the parameters in tandem. However, it requires that the scheduler first get feedback from all $K$ users on their $A$ channels each (overhead of $O(KA)$). Then the scheduler needs to search a space of $(K^A)$ potential schedules to identify the optimal one.

We now propose an alternative approach to obtaining a good schedule at a reduced complexity and overhead. We refer to this approach as the parameter-based optimization (PO) as opposed to the aggregate utility based optimization (UA) above. In PO, we focus on optimizing the specific parameter that provides the maximum marginal utility in every slot. This is in contrast to UA, where all parameters are optimized in tandem. While PO does consider marginal utility of user as the metric for deciding the specific parameter to optimize in each slot, the focus is still on isolating and optimizing an individual parameter in each slot as opposed to aggregate utility of all parameters in UA. The formulation for PO can be given as,

$$S_{PO} = \arg \max_{S_{p_i}} \left\{ \Delta U_{(S_{p_i})_{max}} \right\}, \quad i \in \{1, 2, \ldots, P\}$$

$$\Delta U_{(S_{p_i})_{max}} = \max_{S_{p_i}} \left\{ \sum_{(h,v_k) \in S_{p_i}} \beta_{h,v_k} I_{h,v_k} \sum_{i=1}^{P_h} \alpha_{h,p_i} U_{h,v_k}(p_i)'(\delta_{p_i}) \right\}$$

$$\sum_{h=1}^{K} I_{h,v_k} v_k(m) \leq 1, \quad \forall m \in \{1, 2, \ldots, A\}$$

$$S_{p_i} \leftarrow \{(k,v_{p_i}) \mid k \in \{p_i\ \text{relevant users}\}, v_{k,p_i} \in V \}$$

Note that, in the PO formulation, we have decomposed the problem into sub-problems that are specific to individual parameters ($p_i$). The entire search space (set) of users is now decomposed into subsets of users based on their relevance to individual parameters. The individual parameters are then optimized over their respective subset of users, $S_{p_i}$ now represents a schedule that is a vector of (user, channel assignment) pairs, where the users considered are only those that require $p_i$ as a parameter of optimization. $P$ represents the total number of parameters in the system. A single user can also be a part of multiple sub-problems by virtue of requiring optimization of multiple parameters. The formulation, thus identifies the maximum marginal utility for each of the parameters along with the corresponding schedule ($S_{p_i})_{max}$ in the first step. In the next step, it selects the specific parameter along with its corresponding schedule that provides the maximum marginal utility among all the parameters considered. This in turn forms the final schedule for transmission in each slot. Due to the presence of system and channel dynamics, PO’s optimization of an individual parameter in each slot, will make it sub-optimal to UA. But the key focus here is to identify if the sub-optimality of PO has the potential to reduce the complexity and overhead incurred in UA in MCS.

In PO, since the problem is decomposed into optimizing individual parameters, it is possible to reduce the complexity and overhead if we can identify specific communication strategies that optimize specific traffic parameters. In this case, the assignment vector $v_{k,p_i}$ for each of the parameter optimizations does not have to span the entire set $V$ but will have to span only subsets of it, depending on the specific strategies. This would reduce not just the complexity but also the feedback overhead. In the rest of this work, we focus on applications involving data and voice flows over IP, and hence consider the parameters of average rate (data), and delay and jitter (voice) for optimization.

### 4.2 Strategies Optimizing Individual Parameters

Consider the two extremes of strategies possible, SU with lowest complexity-overhead but also lowest diversity gain,
and MU_A (A users with one channel each) with largest diversity gain but also largest complexity-overhead.

4.2.1 Delay

**Inherent Potential:** Initially assume that there is no fading across channels and hence no additional gain of frequency diversity for MU_A over SU. Now, it can be shown that the SU strategy has an inherent potential for optimizing packet delay as opposed to MU_A. Consider K packets of the same size L meant one each for K users (Figure 1(a)). Let the BS and MS have A channels each and let the transmission rate on individual channels be the same r_k for user k. For simplicity, assume K = A and that users have the same resulting rate (r_k = r, \forall k). In SU, the packets for the K users are sent sequentially but using all channels, resulting in the following average delay per packet: \[ \frac{1}{K} = \frac{L}{r} \] On the other hand, in MU_A, the packets for the K users are sent in parallel using (in this case) only one channel each, resulting in an average delay of \[ \frac{K}{L} = \frac{L}{r} \] Since K = A, we have D_{SU} = (\frac{L}{r}) \text{ and } D_{MU_A} = \frac{L}{r}, thus resulting in an inherent potential for the sequential transmission in SU to favor average delay over the parallel transmissions in MU_A (D_{SU} \leq D_{MU_A}).

**Alleviation of Buffer Effects:** More importantly, the scheduling decision for the head-of-line (hol) packet impacts the delay of not just itself but all the other packets behind it in the queue. This is a key difference from rate and jitters. Hence, the cumulative effect of buffered packets plays a key role in the optimization of the delay parameter. Consider a system of K users in steady state, where the delays of all users are kept low with almost empty buffers. Now assume, that the instantaneous rate of user k, r_k goes down below the incoming traffic rate R for a period of time due to a deep fade and then comes up. This causes user k's buffer to accumulate rapidly during that period. Let the buffer size of user k after the fade be B packets. User k now needs to be scheduled to help optimize its increased delay. Consider a delay specific scheduling rule. In MU_A, in addition to user k, A = 1 other users will be scheduled in every slot, though they might not need optimization as critical as user k. The A = 1 users will help contribute to increased system diversity although at the cost of k's optimization. On the other hand, in SU, all the available channels are allocated to k for optimization. While this does not increase system diversity, it will optimize k's delay significantly better than MU_A and hence outweigh the benefits of increased diversity in MU_A.

Once again consider no fading across channels initially. Let B_{MU_A} indicate the number of packets for which the user k needs to be scheduled in succession to empty the buffer in the MU_A strategy. Note that, the corresponding number of packets in the SU strategy would be much lesser due to the usage of all channels for user k. Considering the reduction in delay in the two strategies over a period of B_{MU_A} packet transmissions, it can be shown (see [14]) that for reasonably moderate-large number of channels,

\[ D_{MU_A} \approx W_{hol} - \left( \frac{L_{MU_A}}{2} \right) \left( \frac{r_k - R}{r_k R} \right) \]

\[ D_{SU} \approx D_{MU_A} \left( 1 - \frac{R}{r_k R} \right) + \left( \frac{L_{hol}}{A R_k} \right) \left( \frac{R}{r_k} \right) \]

where W_{hol} represents the waiting delay of the hol packet.

Comparing the two average delays, it can be seen that the larger the number of channels available, the SU strategy will be able to empty out the buffer much faster, after which the incoming packets will only experience transmission delay. Further, whenever the instantaneous rate falls close to the traffic rate, SU has the ability to reduce delay accumulation much better than MU_A.

**Exploitation of Diversity:** Now, if we were to consider fading across the channels, the MU_A strategy will obtain an advantage over the SU strategy in the form of channel diversity. However, the channel diversity gains will be limited due to the incorporation of fairness through utility optimization (as opposed to Max-Rate optimization). Even the improved instantaneous rate from limited channel diversity only helps the transmission delay but does not help the accumulated queuing delay, which in turn forms the significant portion of the packet delay in practical (moderate-high) load conditions. Further, while the additional channel diversity helps improves the net instantaneous rate of the system in MU_A, it does not directly help optimize the user in need; consequently only making the scheduling decisions in MU_A deviate more from the optimum. Also, if the channel rate of the user goes into a deep fade for a long time, such that r_k < R, then the MU_A strategy will face an exponentially increasing buffer and hence packet drops. On the other hand, the SU strategy might still be able to optimize delay as long as A R_k > R. Thus, though the MU_A strategy has the additional gain from limited channel diversity, this is not sufficient enough for it to overcome the inherent potential of SU strategy along with its ability to alleviate buffer effects, in trying to optimize the delay parameter.

Thus, SU helps optimize packet delay better than MU_A.

4.2.2 Jitter and Rate

Let us first consider jitter optimization.

**Inherent Potential:** Consider the same scenario as in packet delay discussion. Since packet jitter corresponds to the (inter-packet) delay with respect to the previous packet, consider the sequential and parallel transmission of K packets in SU and MU_A strategies respectively to occur in periodic rounds (Figure 1(b)). In SU, the sequential transmission of the K packets, results in an inter-packet separation of K transmission delays, each at a rate of Ar. Thus, the average packet jitter in SU can be given as \[ J_{SU} = \frac{\sum_{k=1}^{K} \frac{1}{r_{k}}}{K} = \frac{K}{r} \]

On the other hand, in MU_A, the packets for the K users are sent in parallel, thereby resulting in consecutive transmissions for each user, resulting in an inter-packet separation of one transmission delay at a rate of r. Thus, the average packet jitter in MU_A can be given as, \[ J_{MU_A} = \frac{L}{A r} \]

With A = K, we have \[ J_{MU_A} = J_{SU} \]. Hence, there is no inherent potential for one strategy over the other in optimizing packet jitter.

**Alleviation of Buffer Effects:** Packet jitter is an instantaneous parameter unlike delay which is a cumulative parameter. The scheduling decision for the hol packet impacts only itself and not the subsequent packets in the buffer. Thus, there is no necessity for alleviation of buffer effects.

**Exploitation of Diversity:** Since there is no inherent potential for a specific strategy to optimize jitter as well as there is no impact of decisions on buffered packets, it is the transmission delay that forms the main factor in optimizing jitter. Thus, both SU and MU have the same impact if the instantaneous rates are the same. However, the
MU strategies have a higher instantaneous channel rate and hence lower transmission delay than the SU strategy, owing to exploitation of channel diversity. Further, it is possible that in certain instances more than one channel needs to be assigned to a single user for the maximum exploitation of channel diversity depending on the instantaneous channel rates, and hence all possible MU strategies need to be considered. However, it must be noted that our purpose is not to maximize the aggregate rate of all users but instead their utility, whereby fairness is also taken into account. Hence, some diversity and hence rate (transmission delay) is sacrificed to ensure fairness. The concave nature of the utility functions for jitter/rate provides diminishing returns in utility when multiple channels are assigned to a single user \((U(R_1 + R_2) < U(R_1) + U(R_2))\), thereby automatically providing incentives for assigning lesser channels but to more users, which tends to one when there are large numbers of users. This also helps exploit channel diversity much better than SU.

The same arguments are applicable to rate as well. Since the instantaneous transmission rate determines the amount of data delivered to the user(s), the strategy that has a better instantaneous channel rate will help optimize rate better. Both SU and MU_A strategies exploit MUD, but it is only the MU_A strategy that also exploits channel diversity, while also considering fairness and hence optimizing utility to the maximum extent.

Thus, considering the concave nature of the utility functions as well as the potential for maximum exploitation of channel diversity, it is the MU_A strategy that helps optimize packet jitter and rate better than SU.

Note that, we have considered only the two extreme strategies of SU and MU_A. Any ‘in-between’ strategy, transmitting to multiple users on multiple channels, will provide a performance in-between those of SU and MU_A for the respective parameters, but will not provide the best optimization for any of the individual parameters. Since our goal is to isolate the different parameters and identify the corresponding best optimizing strategy, it is sufficient to consider the two extreme strategies in identifying the best one.

### 4.3 Scheduling Algorithm

Note that, in the PO formulation, we had decomposed the search space of all users into subsets that are specific to the individual parameters. However, the channel assignment space was still considered to be the entire V space for all the parameters. Now, having identified the communication strategies that optimize specific parameters, we can reduce the complexity and overhead by reducing the channel assignment search space for each of the parameters \((p_i \leftarrow \{p_r, p_a, p_j\})\) and hence their schedule search space \(S_{p_i} \leftarrow \{k_{p_a}, v_{k_{p_a}}\}\), in a system of data and voice users as follows.

\[
k_{p_a} \in \{\text{Voice users}\}, \ v_{k_{p_a}} \in V_{k_{p_a}} \text{ s.t. } \forall k, \sum_{m=1}^{A} v_{k_{p_a}}(m) = A
\]

\[
k_{p_j} \in \{\text{Voice users}\}, \ v_{k_{p_j}} \in V_{k_{p_j}} \text{ s.t. } \forall k, \sum_{m=1}^{A} v_{k_{p_j}}(m) = 1
\]

\[
k_{p_r} \in \{\text{Data users}\}, \ v_{k_{p_r}} \in V_{k_{p_r}} \text{ s.t. } \forall k, \sum_{m=1}^{A} v_{k_{p_r}}(m) = 1
\]

Thus, we find that the channel assignment search space for delay is restricted to vectors where the voice users are assigned all the A channels as in SU strategy. For jitter (and rate), the assignment space is restricted to vectors where the voice (and data) users are assigned only one of the A channels as in the MU_A strategy. This reduces the complexity of the scheduling algorithm. If \(K_d\) and \(K_v\) represent the number of data and voice users respectively, with \(K_d + K_v = K\), then for delay, the scheduler has to consider only \(K_v\) potential schedules since no channel assignment vector is needed for the users. For jitter and rate, the scheduler has to consider \(\binom{K_v}{A} \cdot 1\) and \(\binom{K_d}{A} \cdot A\) potential schedules respectively. Thus, the total schedule search space reduces to \(K_v + \binom{K_d}{A} + \binom{K_v}{A} \cdot A\), which is much lesser than \(\binom{K}{A}\) incurred in the optimal scheduler.

However, each user still needs to feed back rate information for all A channels, resulting in a feedback overhead of \(O(KA)\). Also, the jitter and rate parameters still incur an appreciable amount of complexity. We now alleviate both the complexity and overhead with assistance from the mobile stations. Our optimizing strategy for jitter and rate, namely MU_A plays a crucial role in this regard. Since MU_A requires only one channel to be eventually assigned to a user atmost, this is further exploited to allow each mobile user, \(k\) to feedback the utility information of only the strongest of its A channels along with the channel index as opposed to the rate information of all A channels. Thus, the scheduler would then consider only the strongest of the A channels for each user for the schedule search space, thereby significantly reducing its complexity, while also reducing the feedback overhead from \(O(KA)\) to just \(O(K)\). This would however reduce the feasible user set with orthogonal choice of antennas number of schedules and consequently tradeoff a slight degradation in performance. But the degradation is kept...
minimal because, whenever a potential schedule of \(A\) users is identified to be infeasible, a good feasible schedule with a slightly lesser number of users than \(A\) is constructed out of the original schedule, although in a greedy manner to avoid increase in complexity. Further, this performance degradation becomes very small when the number of users is large compared to the number of sub-channels, as is the case in most practical systems. Thus, the channel assignment vector for jitter and rate for a given user \(k\) is now given by a single vector \(v_{k,p}^*\):

\[
v_{k,p}^* = \arg \max \{ r_k, v_{k,p} \}, \quad v_{k,p} \in V_p, \text{ and } \sum_{m=1}^A v_{k,p}(m) = 1
\]

This in turn reduces the potential schedule search space for jitter and rate to \((K^*_A)\) and \((K^*_A)\) respectively, thereby resulting in a final schedule search space of \([K_0 + (K^*_A) + (K^*_A)]\), which is significantly lesser than the \((K^*_A)\) incurred in the optimal scheduler. The final scheduling algorithm can be presented as,

- **Step 1:** Every MS \(k\) obtains rate for SU and MU strategy along with its best channel index for MU strategy. Three elements are fed back to the BS, namely \(\{\sum_{i=1}^A r_i(k), \max_i\{r_i(k)\}, \arg \max_i\{r_i(k)\}\}\).

- **Step 2:** BS uses the feedback to generate its potential schedule set based on the parameters considered and then determines the best schedule.

- BS calculates the contending flow for each user using the rate feedback of \(\sum_{i=1}^A r_i(k)\).
- BS calculates parameter specific schedules that provide maximum marginal utility.
- BS calculates the final schedule as the one that provides maximum marginal utility among the parameter specific schedules already determined.

Algorithms 1 and 2 present our low complexity-overhead scheduling algorithm (UNI) and the optimal algorithm (CENT) respectively. The optimal scheduler requires that the MS feedback rate information for all possible MU and SU strategies, namely \(r_i(k)\), \(\forall k \in \{1, A\}\). The algorithms not only accommodate users belonging to multiple QoS classes, but also accommodate heterogeneous traffic within a QoS class. The marginal utilities for the different parameters can be obtained from the expressions in Section 3.

### 4.4 Complexity, Overhead and Performance

The schedule search space of the proposed UNI algorithm is \([K_0 + (K^*_A) + (K^*_A)]\) while that of the optimal scheme is \((K^*_A)\). Since \((K^*_A) \geq (K^*_A)\cdot A^A\), UNI thus brings about a significant reduction of the order of \(A^A\) in the running-time complexity of the scheduler, making it functional at the granularity of frame transmissions. Further, to obtain the optimal schedule, CENT also requires significant feedback from the users. Let \(B_s\) and \(B_a\) represent the number of bits allocated for rate and antenna index feedback respectively. CENT would require a feedback of \(r_i(k)\), \(\forall k \in \{1, A\}\) from every user, resulting in a net feedback of \(KA_B\) bits. UNI, on the other hand, incurs a feedback of only three elements from every user, \(\{\sum_{i=1}^A r_i(k), \max_i\{r_i(k)\}, \arg \max_i\{r_i(k)\}\}\), resulting in an overhead of \(K(2A_r + A_a)\) bits. Given that \(B_a\)
is typically much smaller than \( B_r \). UNI also provides almost an \( O(A) \) reduction in feedback overhead when compared to the optimal scheme.

Given that UNI provides significantly lower complexity and performance, it is necessary to understand its sub-optimal performance. Since UNI optimizes an individual parameter at every slot as opposed to all parameters in tandem and owing to system and channel dynamics, it will be sub-optimal to CENT. However, it must be noted that the gap in performance will be reasonably small. This is because at each time slot, UNI optimizes a single parameter to a much larger extent that CENT. However, in doing so, the other parameters tend to deviate from their optimal value in CENT. But in the subsequent time slots, UNI will come back to optimize the other parameters that have deviated from the optimum. Its mechanism of using the best strategy for individual parameters, helps it optimize an individual parameter to a significant extent in each slot, thereby giving it the ability to reduce the magnitude of deviations from the optimum. This will also be evident from the evaluation results in Section 5.

5. PERFORMANCE EVALUATION

An event-driven packet level simulator written in C++, named queuing network simulator [9] is considered for implementation and evaluation of the proposed solutions.

A single cell downlink environment is considered, where the users are distributed uniformly in a cell of radius 600m. The received SNR and hence the instantaneous rate at a user is determined by its distance with respect to the BS as well as the user’s Rayleigh and shadowing loss channel model. Further, each user’s Rayleigh channel has a Doppler fading equivalent to a velocity ranging from 3-10 Km/hour. A time slot is considered to be of 5 ms duration; carrier frequency is assumed to be 2 GHz. The peak rate for a sub-channel is about 250 Kbps. The flows for the different users are assumed to originate in the Internet backbone for simplicity. UDP is considered to be the transport protocol generating traffic. We consider data and voice as the two different traffic types in the network. The backbone links emulate the delay (mean = 50 ms, deviation = 10 ms) and losses (< 1%) in the backbone Internet. The number of users vary from 1 to 20, while the number of sub-channels at the BS and MS vary from 1 to 8. We focus on only throughput (rate) for the data flows, while we focus on packet delay and jitter, for the voice flows. We consider the following exponential utility functions,

\[
U(r) = \frac{1 - \exp \left( \frac{-r}{m} \right)}{1 - \exp \left( \frac{-M}{m} \right)}, \quad U(p) = \frac{1 - \exp \left( \frac{-p}{m(p)} \right)}{1 - \exp \left( \frac{-P}{m(p)} \right)}, \quad p = d, j
\]

We also consider maximum thresholds for delay and jitter \( (d_{max} \text{ and } j_{max}) \), that are fixed at 500 ms and 50 ms respectively. \( p, p \in \{d, j\} \) determine the degree of concavity of the utility functions and are set to \( m(p) \). The data flows are sent at 125 Kbps and the voice flows at 64 Kbps. Note that, no call-admission control mechanism is currently considered, although the solutions are perfectly inter-operable with any call admission control mechanism. We consider loads ranging from low, moderate to heavy to stress test the mechanisms. The metrics used for measurement are the average per-user utility, average parameter (rate/delay/jitter) value and violations (equivalent packet losses). Results are measured either as a function of increasing users or increasing sub-channels (bandwidth). When not varied, the fixed values for users and sub-channels are maintained at 10 and 4 respectively. First, we evaluate the optimal version of the individual (parameter) and unified scheduling rules, followed by the low complexity-overhead version of the unified rule.

5.1 Heterogeneous Traffic Parameters

We first consider a system of voice users alone. The importance of having parameter-specific rules can be clearly observed from the results in Figure 2, where the delay (D-rule) and jitter (J-rule) rules best optimize their respective parameters. The performance trends are consistent across not just average parameter values but also for violations. This indicates that while specific rules optimize specific parameters, they cannot optimize multiple parameters of varying characteristics in tandem, thereby necessitating the need for a unified rule. It can be clearly seen that the optimal unified rule (CENT) presents a fair balance between the two parameters of delay and jitter, while staying close to the best optimizing rule for the specific parameter, both in terms of average value and violations. The superiority of the unified rule over the individual rules is captured by the significant gains in aggregate voice (delay+jitter) utility in Figure 3(a).

5.2 Heterogeneous Traffic Types

We now consider both data and voice flows. First we assume that both of them belong to the same traffic class. Since the voice flows have a higher priority over the data flows from the same traffic class due to their time-sensitive nature, we want the data flows to utilize network resources only after all the requirements of the voice flows have been satisfied. This can be clearly seen in Figure 3(b), where the voice flows first attain their maximum utility value with increasing number of sub-channels and only then do the data flows use up the additional network resources to increase their utility.
We also consider the case where the priority of the traffic class of data flows is gradually increased with respect to voice flows. The combined weight of the class and flow type of data flows is integrated into the $\alpha$ in Figure 3(c). For lower values of $\alpha$, priority goes to the voice flows which attain a per-user utility of close to one. But when $\alpha$ increases, the data flows start obtaining higher priority, thereby using more network resources to increase their utility at the cost of the voice flows. This in turn, clearly indicates the flexibility of our unified scheduler to arbitrate resources across multiple traffic parameters, types and QoS classes.

5.3 Low Complexity-Overhead Unified Scheduler

We now turn our attention to our low complexity unified scheduling algorithm (UNI) in Figures 2 and 3. While the ideal scheduler (CENT) performs the best in optimizing multiple parameters, we find that our proposed UNI algorithm performs reasonably close to that of the CENT scheme. It suffers a performance degradation of about 20% with respect to the CENT scheme under moderate to high load conditions and the degradation is much lower in low load conditions. Only when the load is significantly higher than available capacity, the worst-case degradation increases to about 40%, although the performance is still significantly better than the individual rules. However, in the presence of call-admission control (CAC) algorithms, this increase in degradation will be eliminated.

While these results indicate that our UNI scheme performs close to the ideal CENT scheme under typical load conditions (moderate to high), we now show that these large gains are obtained at a significantly lower complexity. The number of potential schedules that need to be evaluated by the CENT and UNI schemes before making a scheduling decision at every time slot, is presented in Figures 4(a) and (b) as a function of increasing number of users for 2 and 4 sub-channels respectively. It can be clearly seen that the complexity of CENT over UNI increases exponentially with increasing number of sub-channels and users (more with sub-channels due to the complexity factor of $O(A^4)$). Note that, in addition to the reduction in complexity, we also have a reduction factor of almost $O(A)$ in feedback overhead.

5.4 Comparison against OFDM Allocations

We now compare our proposed scheduling algorithms with the conventional dynamic sub-channel allocation algorithm (for a given power allocation) in OFDM literature. While there exist several sub-channel allocation mechanisms [13, 15, 16] that aim to optimize throughput performance, we consider the centralized (optimal) version of a utility-based solution proposed in [13]. We refer to this scheduling algorithm as S-rule. Figure 5 presents the results of the comparison of our proposed centralized and low complexity-overhead algorithms with that of the S-rule. The scenario consists of a mixture of five data and ten voice flows. Since the S-rule identifies a schedule, such that aggregate throughput is optimized, it is incapable of handling heterogeneous traffic with varying characteristics in tandem. This can be seen from the aggregate utility result in Figure 5(a), where the CENT and UNI schemes provide a much higher aggregate utility than the S-rule. Since rate and jitter have similar characteristics, S-rule helps reduce the transmission delay and hence jitter indirectly, as seen in Figures 5(b) and 5(d). But since delay has significantly different characteristics, S-rule fails to accommodate it as seen in Figure 5(c). On the other hand, UNI and CENT provide a good balance of the available sub-channel resources between the different parameters by sacrificing performance slightly on rate and jitter when their values are well below the threshold so as to gain in performance on delay and consequently improve the net utility, while avoiding threshold violations. Thus, while dynamic sub-channel allocation schemes work well for throughput/rate optimization, when it comes to heterogeneous traffic we need a unified scheme such as CENT or its efficient, low complexity-overhead version, UNI.

6. RELATED WORK

There have been several works on channel-dependent packet scheduling that exploit MUD to improve throughput per-
formance [11, 8, 3, 2]. Some works have extended this to incorporate QoS requirements of users, where delay requirements of voice flows are taken into account in addition to the throughput of data flows [7, 12, 4, 5]. However, these works still do not provide an elegant framework where multiple traffic parameters can be optimized simultaneously as well as network resources can be flexibly arbitrated between the different traffic types. Also, they do not exploit physical layer DoFs like multiple OFDM sub-channels.

Among the works on resource allocation, [13, 15, 16] propose mechanisms to efficiently allocate sub-carriers to users in OFDM systems. The focus of these works is to allocate resources efficiently to meet user requirements that are predominantly related to rate or losses. They do not consider other QoS parameters like delay, jitter either in isolation or in tandem. Further, they also do not have the flexibility to consider sophisticated fairness models and also do not focus primarily on the increased complexity and overhead in scheduling multiple sub-channel resources to multiple users.

7. CONCLUSIONS

We have designed a unified scheduling framework for accommodating heterogeneous traffic with the ability to effectively tradeoff resources between them. A unified scheduling rule for handling heterogeneous traffic, as well as individual scheduling rules for optimizing individual traffic parameters have also been derived from the framework. The framework has also been extended to the case where both the base station and mobile users are equipped with multiple channels. Here, specific transmission strategies that optimize individual parameters have been identified and exploited in our unified scheduling rule to significantly reduce complexity and communication overhead, while performing reasonably close to the optimal scheme. Results indicate the superior ability of the proposed algorithms to efficiently handle heterogeneous traffic in multiple channel cellular networks over existing works. Further, the significant reduction in complexity and overhead achieved over the optimal scheme, enables the adoption of the algorithms in future high-speed cellular networks.
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