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ABSTRACT
We consider the end-to-end fair rate control problem in a multi-hop Aloha network with capture. Capture (also referred to as co-channel interference tolerance) occurs when a packet with a stronger signal strength can be correctly decoded at the receiver despite the presence of a weaker interfering signal. We provide an approximate model for the link capacity with capture and incorporate it into a cross-layer joint link/session rate optimization framework. We show that this is a convex optimization problem and then present a sub-gradient algorithm for realistic distributed implementation in a network. Through analysis and simulations, we quantify the improvement in performance obtained with capture. We find that the capture effect benefits primarily low-contention links and non-bottle-neck sessions. As a result, although capture provides significant improvements in the total throughput (sum rate), it seems to provide little improvement in the objective function (sum of the logarithm of the rates).
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In much of the literature on the design and analysis of higher-layer protocols in multi-hop wireless networks, a simple model has been used to analyze link quality in the presence of multiple concurrent transmitters. In this simple protocol model, when two nodes within a given range of a given receiver transmit simultaneously, their transmissions result in a collision. A more realistic model is the capture model, wherein a transmission can be successfully received even in the presence of other nearby transmissions so long as the signal-to-interference-ratio (SINR) exceeds a given threshold. Although in theory the protocol model may offer a simple but effective approximation, recent empirical studies [4, 5] show a significant degree of capture effect. In light of these findings, it is important to examine how cross-layer protocols can be designed taking the capture effect into account, and how this impacts the overall network performance.

We study the impact of capture in the framework of a cross-layer optimization problem first formulated by Wang and Kar [2]. This work considers the joint optimization of the link and transport layers. At the link layer, a slotted Aloha protocol is used for medium access and the tunable parameter is the access probability for each link. At the transport layer, the tunable parameter is the value of the session rate for each end-to-end flow. The authors of that work formulate this as a network utility maximization problem and provide primal and dual-based algorithms for it. The objective function is fairness-oriented and maximizes the sum of the log of the session rates.

The following are our contributions in this work:
• We enhance the joint link-transport optimization problem by explicitly building in a model based on outage probability to approximate the capture effect and study how this impacts link capacities and the overall session rates.
• We show that the enhanced problem can also be expressed as a convex optimization problem and extend for this case a distributed sub-gradient algorithm for efficient network implementation.
• We systematically investigate the performance of the algorithm through analysis and simulations in the context of simple topologies (circular, exponential-distance and linear-distance) as well as large-scale generated topologies.
• We find that taking into account the capture effect can provide significant improvement in the total throughput (sum of the session rates). However, at the same
time, there are only negligible improvements in the sum-log utility function. This appears to be the result of a rich-get-richer/poor-remain-poor behavior when capture is considered. The capture effect seems to benefit primarily the good quality links and non-bottleneck sessions using those links.

There is a delicate balance to be achieved in any modeling effort between realism and tractability. If one were to build a capture model considering all possible concurrent transmission scenarios, it would require the number of terms for each link to grow exponentially with the number of neighbors of the receiver.

While we do provide an exact solution for a simple circular topology, for tractability we have chosen to consider capture only in the case of pairwise contention, i.e., when there are two concurrent transmissions. One justification for this approximation is that the probability of successful transmission is lower when there is more than one interfering node (as the SINR becomes smaller). It remains to be seen how tight this approximation is in the case of highly loaded dense networks, but in any case, it provides a lower bound on the improvement that can be obtained by considering the capture effect.

Related Work: Recently, the topic of cross-layer optimization in multi-hop wireless networks has received growing attention. With respect to the modeling of the link layer capacities, some of the prior work has focused on CDMA scenarios in which a rate is a logarithmic function of the SINR [6, 7]. Others have advocated the use of graph-cliques to model contention [8]. To our knowledge, the work by Wang and Kar [2] is the first to look at the joint link-transport layer optimization in the context of contention using slotted Aloha random access, but they use the simple protocol model in which any concurrent transmission event is treated as a packet loss. A significant motivation for our work is that although much of the design and analysis of higher layer protocols in multi-hop wireless networks has ignored this capture effect, recent empirical studies suggest that the capture effect is a significant factor in practice [4, 5].

2. PROBLEM FORMULATION

We consider end-to-end proportionally fair rate control problem in a multi-hop Aloha network with capture as described below. This problem formulation is parallel to the one by Wang and Kar [2]. Capture effect (or co-channel interference tolerance), is when a stronger signal captures the channel such that in spite of an existing weaker signal, it can be correctly decoded at a receiver. Our objective is to maximize the proportional fairness of the shared bandwidth in the wireless network, while specifically taking the capture effect into account.

We model the wireless network as a network graph $G = (V, E)$, where $V$ is the set of nodes and $E$ is set of undirected edges connecting nodes within a specified distance. A directed link $(i,j)$ will represent an active communication path between, and we name $L$ as the set of such active paths. The distance between node $i,j$ is defined as the euclidean distance $d_{ij}$. We specify, for each node $i$ its neighborhood $N_i$. Additionally $O_i$ and $I_i$ are the set of outgoing and incoming neighbor of node $i$ (defined on the basis of an active incoming or outgoing link). The transport layer sessions are represented by the set $S$. Let $L(s) \subset L$ denotes the set of active links a session $s \in S$ uses. Also $S(i,j)$ represents the set of sessions on a link $(i,j)$ that belongs to $S$.

2.1 Link Rates: with and without capture

Assuming slotted Aloha for the link access [9], each node has a probability $P_i$ of transmitting in a given slot. Each node has $p_{i,j}$ as the accesses probability, that it can control, to transmit on a particular outgoing link. $\mathbf{p} = (p_{i,j}(i,j) \in L)$, be the vector of transmission probabilities on all edges. Then we can define the rate on any link $(i,j)$, in slotted Aloha, as the following expression:

$$x_{i,j} = c_{i,j}(\mathbf{p}) = p_{i,j}(1 - P_i)(f(i,j) + g(i,j))$$

Here, for both without and with capture cases

$$f(i,j) = \prod_{k \in N_i / \{i\}} 1 - P_k$$

representing the case where no neighbor of the receiver attempts any contention at all. In all works, to our knowledge, the second term $g(i,j)$ has been considered as follows:

$$g(i,j) = 0;$$

This is the classical "collision as failure" protocol model prevalent in the existing literature.

Capture Model:

We now consider the case when capture can occur. For mathematical tractability, we do not consider all possible cases resulting in capture. Instead we look at all cases where one of the neighbor, $(k)$ of sink $j$, interferes with the transmission from $i$ to $j$. This gives us the following expression:

$$g(i,j) = \sum_{k \in N_j / \{i\}} P_k \alpha_{i,j,k}(\prod_{l \in N_j / \{i,k\}} (1 - P_l))$$

where,

$$\alpha_{s,t,k} = \frac{TP_{s,t}/\alpha_{s,t}^2}{TP_{s,t}/\alpha_{s,t}^2 + (SINR_{R_k})TP_{s,t}/\alpha_{s,t}^2}$$

where

$$TP_{s,t} = \frac{T}{\sum_{k=1}^{N} (SINR_{R_k})}$$

This term represents the probability of the event that a node $k$, in the neighborhood of $j$, will interfere with node $i$’s transmission, and $i$ will win due to capture.

The $\alpha_{s,t,k}$ term represents the success probability for the transmission from $s$ to $t$, with $k$ as interferer derived from the standard equation for the outage probability when only two nodes interfere. Details are provided in the appendix.

Note that this $g(i,j)$ term underestimates the increase in capacity obtained by capture (which would have to consider all combinations of the $|N_j - 1|$ transmitting and $i$ still succeeding). To consider all combinations, in a general topology, requires exponentially long expressions in the optimization formulation. Although our model ignores higher combinations for reasons of tractability, this need not be a significant deviation from the actual benefit to be gained by capture for reasons explained earlier. In any case, our results give us a lower bound on the benefit that capture can provide.
2.2 Problem Statement

So now we formulate the cross layer optimization where we assume logarithmic utility function for the session in our networks. This allows us to keep close to the work in [2], which we will use for comparison.

Original Problem:

\[
\max \sum_{s \in S} \log y_s \quad (3)
\]

subject to

\[
\sum_{s \in S(i,j)} y_s \leq x_{i,j} \]

Rate constraints:

\[
x_{i,j} = c_{ij}(p) \quad \forall i, j \in L
\]

Probability constraints:

\[
\sum_{j \in G_i} p_{i,j} = P_i \quad \forall i \in V
\]

\[
0 \leq P_i \leq 1 \quad \forall i \in V
\]

\[
0 \leq p(i,j) \leq 1 \quad \forall i, j \in L
\]

\[
0 \leq y_s \quad \forall s \in S
\]

This formulation is essentially the same as in [2]; the change being the expression for link rate in the rate constraint. This also indicates that, at least intuitively, considering capture only increases the rate available at the link layer, and thus the transport layer mechanisms for optimization should not change. This will in fact be borne out in the convex solution to this problem described in the next section.

The current problem in (3) is not convex, due to the rate constraint. In the next section we transform it to a convex problem, to propose a centralized solution.

3. CONVEX FORMULATION AND CENTRALIZED ALGORITHM

To solve the problem in (3), we follow the same technique as in [2]. Notice this transformation does not lose the generality of the problem itself, and is very similar to the geometric programming technique.

Let \( z^* = \log(y_s) \) we transform the rate constraint into a convex problem by taking logarithm of the rate constraint. The transformed equation is convex and can be solved using a non-linear optimization solver such as LOQO [3], in a centralized manner.

The equivalent problem to (3) can now be formulated as:

Convex Problem:

\[
\max \sum_{s \in S} z^* \quad (4)
\]

subject to

\[\log(\sum_{s \in S(i,j)} e^{z^*}) - \sum_{k \in N \backslash i} \log(1 - P_k) - \log p_{i,j} - \log(1 - P_j) - (1 + \sum_{k \in N \backslash i} \beta_{s,t,k}) \leq 0,\]

\[0 \leq p(i,j) \leq 1\]

\[\beta_{s,t,k} + \frac{P_k \alpha_{s,t,k}}{1 - P_k} \leq 0, \quad \forall s, t, k \in V\]

\[\sum_{j \in G} p_{i,j} = P_i \quad \forall i, j \in V\]

\[0 \leq P_i \leq 1 \quad \forall i \in V\]

This problem (4) is convex since (a) constraints 3 and 4 are convex (see appendix for the proof of this claim) (b) the first (capacity) constraint is convex since the last term \( \log(1 + \sum_{k \in N \backslash i} \beta_{s,t,k}) \), is concave; and (c) the convexity of the remaining terms in this constraint is proved in [2].

3.1 Distributed Algorithm

Our prime motivation is to demonstrate the importance of considering capture. We extend the modified version of the distributed algorithm present in [2]. We relax the capacity constraint in (4), and then solve the resulting problem with a sub-gradient algorithm, which we then use for running on large scale random topologies. This verifies the practicality of the algorithm (as it is distributed), but also allows us to look at the trends when comparing the problem with and without considering capture.

Let \( z = (z_s, s \in S) \), and \( w = (p, z) \). We then define \( U_s(w) = z_s \) for end user \( s \in S \), and

\[g_l(w) = \log(\sum_{s \in N(i,j)} e^{z^*}) - \log p_{i,j} - \log(1 - P_j) - \sum_{k \in N \backslash j} \frac{P_k \alpha_{s,t,k}}{1 - P_k} \quad \forall l \in L\]

Now we consider following optimization problem.

Distributed Problem:

\[
\max \sum_{w \in W} U_s(w) - \kappa \sum_{l \in L} \max\{0, g_l(w)\} \quad (5)
\]

subject to

\[w \in W\]

Here \( W \) represents the region in which \( 0 \leq p_{i,j} \leq 1 \) for any link \((i,j) \in L \) and \( P_i \) for any nodes \( i \in N^2 \) which satisfies \( \sum_i P_i = 1 \). In the distributed algorithm we do a projection onto this region for conformance to the requirements. \( \kappa \) is a "penalty factor", which is a large positive constant (1000 in our case).

We now present the sub-gradient method to solve it in an distributed, iterative manner.
For each link \((i, j) \in L\), define the link congestion indicator for link \((i, j)\) at the \(n\)th iteration, \(c_{(i, j)}^{(n)}\) as

\[
\begin{cases} 
0 & \text{if } \sum_{s \in S(i,j)} \varepsilon_{s}^{(n)} \leq x_{(i,j)}^{(n)} \\
1 & \text{otherwise}
\end{cases}
\]  

(6)

We use the gradient descent method to solve this optimization problem by updating the \(z_s\) and link attempt probabilities using the following equations (7) and (8). The \(\gamma_n\) is step size which is a small positive constant which we currently tune to ensure convergence under different densities.

\[
z_{(n)}^{(n+1)} = z_{(n)}^{(n)} + \gamma_n \left( 1 - \kappa \sum_{s \in S(i,j)} \frac{c_{(i, j)}^{(n)}}{x_{(i,j)}^{(n)}} z_{s}^{(n)} \right)
\]  

(7)

\[
p_{(i, j)}^{(n+1)} = p_{(i, j)}^{(n)} - \gamma_n \kappa \sum_{(s,t) \in L} \frac{c_{(i, j)}^{(n)}}{x_{(s,t)}^{(n)}} \frac{\partial c_{s,t}}{\partial p_{(i, j)}} (p_{(n)})
\]  

(8)

Note the capture event does not affect the update for the rate of session \(s\) directly. Where as, it has a direct affect on the updates of attempt probability on link \((i, j)\). \(\frac{\partial c_{s,t}}{\partial p_{(i, j)}} (p)\) depicts how the attempt probability on link \((i, j)\) impacts the rate on link \((s, t)\); note that this impact is weighted by the inverse of the rate on that link as shown below.

\[
\frac{\partial c_{s,t}}{\partial p_{(i, j)}} = \begin{cases} 
\frac{1}{p_{s,t}^{n}} & \text{if } t = j \text{ and } s = i \\
\frac{1}{1 - p_{i,t}^{n}} & \text{if } t = i \text{ and } s \in I_t \\
\frac{1}{1 - p_{i,t}^{n}} \left( 1 - \frac{\alpha_{i,t}^{n+i} p_{i,t}^{n+i} + \sum_{k \in N_i^{t}(s)} \epsilon_{k}^{n} p_{s,t}^{n} r_{k}^{n}}{1 - r_{k}^{n}} \right) & \text{if } t \in N^t \text{ and } s \in I_t \backslash \{i\} \\
0 & \text{otherwise}
\end{cases}
\]  

(9)

Also note that it is the third case, \(t \in N^t \text{ and } s \in I_t \backslash \{i\}\), where capture affects the rate on link \((i, j)\). This can be verified by comparing to similar update equations, but without capture in \([2]\).

The resulting distributed algo is described in the following pseudo code:

**Algorithm 3.1: DistribRateControl(\(p_{init}, y_{init}\), \(\gamma\))**

1. **Initialize**:
   - \(\forall i \in V\)
   - \(\forall j \in O_i\)
   - \(n \leftarrow 0\)
   - \(z_{s}^{0} \leftarrow \log y_{init} \forall S(i, j)\)

2. **Iterate**:
   - while \((P_{n}^{n} - P_{n-1}^{n}) > \gamma\)
     - \(\forall i \in V\) if \(j \in O_i\)
       - \(c_{i,j}^{(n)} \leftarrow \varepsilon_{j}^{n}\)
         - as in (6)
       - \(p_{i,j}^{n} \leftarrow p_{i,j}^{n-1}\)
         - as in (7)
     - \(n \leftarrow n + 1\)

4. EXPERIMENTS FOR MICRO-ANALYSIS

4.1 Convergence of Sub-Gradient Algorithm

In order to confirm that our sub-gradient algorithm is accurate, we compare its result for three simple topologies (Figure 1), with those obtained from LOQO [3]. In each topology, there is only one sink, and all session occur over a single link. The positioning of nodes relative to the sink gives that topology name i.e. equidistant is circular topology, linearly and exponentially increasing distance to the sink gives the other two topologies. These three sample network topologies were chosen for their simplicity in understanding behavior and ease of modeling in LOQO.

Table 1 shows the optimal utility \((\sum \log(y_{i}))\) for these topologies (for only 4 nodes) as obtained by the simulation and through LOQO. There is a very small difference in the optimal value, within tolerable limits. This difference can be made arbitrarily smaller by either choosing smaller step size or making the choice of step size dynamic [10]. However, this optimization of the algorithm is not the focus of our research.

Another interesting observation is that with linear and exponential topologies have better network utility than the circular topology.

4.2 The impact of capture: neighborhood density

In order to compare what benefit capture provides us, we decided to use the circular topology where we varied the neighborhood of the sink. In many sense this topology is the most fairest to use for comparison. One reason is that with a circular topology, all nodes are equal – just as they are in the without capture scenario, where node distances are not considered. Thus for the without capture case, we have just a single topology with \(n\) nodes in its neighborhood, for comparison with all three (circular, linear, and exponential) topologies. Another reason is that (as is apparent from Table 1) the equidistant topology is the “worst case improve-

<table>
<thead>
<tr>
<th>Topology</th>
<th>Circular</th>
<th>Linear</th>
<th>Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-Gradient Algorithm</td>
<td>-8.015972</td>
<td>-7.677260</td>
<td>-7.413396</td>
</tr>
<tr>
<td>Global Optimum (LOQO)</td>
<td>-8.01481</td>
<td>-7.66038</td>
<td>-7.34843</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topology</th>
<th>Circular</th>
<th>Linear</th>
<th>Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-Gradient Algorithm</td>
<td>-8.015972</td>
<td>-7.677260</td>
<td>-7.413396</td>
</tr>
<tr>
<td>Global Optimum (LOQO)</td>
<td>-8.01481</td>
<td>-7.66038</td>
<td>-7.34843</td>
</tr>
</tbody>
</table>
ment” that we can obtain by considering capture.

Interestingly, for this simple circular scenario, there is an easy characterization of the original optimization problem in (3). The simplification stems from the fact that with the one session per link, and a single sink, proportional fairness results in all nodes being assigned the same access probabilities (also note that there is only one outgoing link for each node, so $P_i = p_{i,sink} = p$).

Furthermore, each node assigns its session to be equal to the link capacity obtained at the particular optimal access probability. This is because each node can do only worse (as utility is monotonic increasing) by not making its session rate equal to the link capacity. This results in converting the first inequality constraint in (3) to an equality. This transformation is valid as we know there is only one link over which the session exists.

Now with these reductions the optimization problem becomes:

**With Capture - approximate:**

$$\text{maximize } (n \log(p(1-p)^{n-1}) + \alpha_{st,k}(n-1)p^2(1-p)^{n-2})$$

subject to

$$0 \leq p \leq 1$$

**Without Capture:**

$$\text{maximize } (n \log(p(1-p)^{n-1})$$

subject to

$$0 \leq p \leq 1$$

By solving this using simple optimization techniques, we obtain that for the without capture case the optimal $p^* = 1/n$, where $n$ is the neighborhood size. A similar solution for the with capture case, however resulted in a quadratic solution, with only one root satisfying the probability constraints.

For the purposes of quantifying our deviation from the exact model where all possible events where we consider capture, we also provide an exact formulation for the circular topology. Here we look at all possible combination of interferers and based on the outage probability model in [1], formulate the problem as follows:

**With Capture - Exact:**

$$\text{maximize } \left(n \log \left( \sum_{k=1}^{n} \frac{1}{k} \binom{n-1}{k} p^{k+1} (1-p)^{n-1-k} \right) \right)$$

subject to

$$0 \leq p \leq 1$$

Here the probability of different combinations of interferers happening are weighed by $(\frac{1}{k})^k$, which is the probability of that the $k$ interfering event will result in capture, where $\frac{1}{k}$ represents the success probability for a single pair of interferers at $SINR_{th}=1$.

The result of these analysis are shown in Figure 2. We refer to the sum of the session rates as the network throughput. We also use the solution from the exact capture formulation above as an upper bound in this simple scenario.

The first observation is that as density increases the overall benefit decreases for both the capture and without capture case. To bound the underestimation due to our approximate modeling, Figure 2 also shows that there is some decrease (16-18%) from the exact formulation, for both throughput and utility, where all capture possibilities are considered vs when we use our approximate model. This decrease seems to be fairly constant for all densities, and provides us the absolute bound by which our model will deviate from the actual gains that capture can provide. However, note that this difference is for a specific topology (equidistant) with assumptions about the radio ($SINR_{th} = 1$). For a more realistic, high density/load network it remains to be seen how tight this approximation might be; however the intuition is that there will be a similar deviation from the best case capacity gains that can be used by considering capture.

Also, as Figure 3 shows, the percentage improvement in throughput at different densities (for our approximate model vs the without capture model) is fairly constant at 65% ($SINR_{th}=1$). Even for bad radios, with $SINR_{th} > 3$, we observe the trend to be similar and a fairly healthy gain of 25% is observed.

Looking at the utility curve in Figure 2 seems to show a similar trend; even the exact case results in a decrease in utility as density increases. As a result, even the percentage decrease in utility from the exact case in our approximation is much less than for throughput.

![Figure 2: At $SINR_{th}=1$ Network throughput and Network utility for circular topology](image)
The reason seems to be that at higher density, each individual session (which in our case is also the link capacity) has to be assigned a lower value, and this results in an overall decrease in the network utility.

### 4.3 The impact of capture in rate control: optimal access probability

Another interesting micro-experiment involves looking at how the access probabilities assigned to different topologies (Figure 4). In the circular case, as expected, all nodes get the same probability assigned, regardless of their distance from the sink. This probability is dependent on the number of nodes, or the neighborhood density. However, for the exponential (and very similarly for the linear case), the assignment is such that nodes closer to the sink (with the highest benefit to gain from capture) actually get assigned the lowest access probability and thus get a lower capacity. The furthest node however gets assigned probability that increases in a linear fashion with the distance. This is due to the proportional fairness objective of the algorithm, as the further node needs to attempt at a higher probability to gain benefits comparable to the closer node.

## 5. LARGE SCALE MULTI-HOP SIMULATIONS FOR MACRO-ANALYSIS

### 5.1 Simulation setup

In order to observe the effect of capture on a macro scale, we decided to run large scale simulations. For our simulations, we randomly deployed nodes on a 8x8 grid, with each unit equal to 50m. We considered a nominal transmission range of 100m (typical of current sensor net radios). We make sure that the topology is a connected by running a DFS beforehand generating sessions by executing a pseudo random walk (pseudo random as we ensure that our next hop is geographically away from the last hop). If we encounter a dead end, we stop, otherwise we choose a route for a maximum of five hops.

Since a particular topology is only pertinent if all nodes are either source or router for some session, we keep on generating sessions in the above manner until all nodes are participating in some manner.

To observe the effect of node density, we change a parameter, density scale, that is basically the percentage of the 64 node positions that are filled in our grid (e.g. density scale of 0.5 implies a random topology with 32 nodes). We run the simulations up to a density scale of 0.8 since higher densities took a very long time for convergence. As table 2 shows, the neighborhood size and session count increases as we increase the scale and thus allows us to comment on the behavior under different neighborhood densities. For purposes of averaging out outliers, we average the simulation results at each density scale over 100 simulation runs. All our graphs show error bars giving 95% confidence intervals.

### 5.2 Effect of density for multi-hop networks

As a first investigative step we look at three different metrics (network throughput, throughput gain, and network utility) for two different types of radios ($SINR_{th}$ = 1 and 3.16). A good radio is represented by the extreme case of $SINR_{th}$ = 1 as then a signal even slightly above the noise floor will be received. The $SINR_{th}$ = 3.16, represents a typical radio used in low cost wireless platforms such as the mica motes. The two radios are chosen based on their representative nature used in wireless network research and also to give a feel of when capture effect is the most significant.

The results of the simulations are summarized in the Figures 5 and 6. The throughput of the network seems to reach a peak (in both the good and typical radio case) at around a density scale of 0.4, with a considerably higher peak when we consider capture. The percentage gain in the throughput with capture, seems to remain constant over nearly all density scales. What is most interesting is that the constant percentage gain in throughput matches very closely the values obtained for the simple circular topology (Figure 3) for the corresponding threshold values, i.e., approximately 40% gain at $SINR_{th}$ =3.16 and 70% at 1. On the other hand, although there are definite improvements in the network utility, it obviously does not increase by the same amount. This requires further investigation that is provided.

<table>
<thead>
<tr>
<th>density scale</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>average neighbors</td>
<td>1.766</td>
<td>3.133</td>
<td>5.233</td>
<td>7.100</td>
</tr>
<tr>
<td>average sessions</td>
<td>4.600</td>
<td>11.033</td>
<td>15.633</td>
<td>20.666</td>
</tr>
</tbody>
</table>

Table 2: Average neighborhood size generated at different density scales
in the next section.

5.3 Change in session rates and link capacities

After observing that the network utility does not give as much benefit as the network throughput does, we decided to look at how capture changes the values of individual sessions rates and how does the capacity of each link varies.

For this we considered three sets of topologies. Small (density scale=0.3), Medium (density scale=0.5), and Large (density scale=0.8). These results were performed for two different SINR\textsubscript{th} of 3.16 (typical radio, Figure 8) and 1 (good radio, Figure 7). These figures plot a pareto histogram of the session rates, ordered in respect to their session rate in the without capture scenario.

From Figure 8 we can see the “rich-get-richer/poor-stay-poor” behavior. What seems to happen is that the sessions that already had a high rate in the without capture formulation, were exactly the ones that get the highest gains in terms of throughput. The highest session, at all densities, invariable gets a more than 100% increase in its rate. At the same time, the sessions with the small rates do not seem benefit when capture is consider in the optimization formulation. This trend is replicated no matter what type of radio is considered. However, with a better radio (smaller SINR\textsubscript{th}), there are many more sessions that get an improvement in their rates.

Since the sessions with low initial (before considering capture) rates are the one that must have a bottle-neck link, we need to examine in detail how the capacities of individual links change.

Figure 10 and 9 show the change in link capacities of the nodes (arranged in decreasing order of their initial link capacities). It is quite apparent that the more bottle-necked nodes do not get any capacity increase in the proportionally fair optimization frame work even when capture effect is taken into account. Instead, the nodes which already have a high capacity are the ones who benefit from considering capture in the optimization framework. For the lower SINR\textsubscript{th}, the tail of the graph seems to be much more heavier than for the higher value, and thus the capacity seems to increase more uniformly over all initial link capacities. Interestingly the capacity of a few links actually decreases in this formulation.

These result do explain why the utility of the network does not increase in proportion to the overall throughput increase. This is because the sessions with initially high session rates (already in the flat portion of the utility curve) are the ones that get their rates increased the most - with very little improvement in utility. On the other hand, the starved sessions, where even a small rate increase gives high utility gains, are the ones whose rate increases negligibly or not at all. This is the rich-get-richer/poor-stay-poor effect.

There is a caveat to these observations; the fact that the bottle-neck links do not get any substantial benefit might be affected by our model that underestimates the capture effect. However, the intuition is that the overall trend should remain the same. This is supported by comparing the session rate and capacities for the two different SINR\textsubscript{th}. In some sense we compensate for the difference in our capture modeling at SINR\textsubscript{th} = 3.16 by looking at the results for a SINR\textsubscript{th} = 1, where capture gives higher benefit.

6. CONCLUSION

We have shown how the joint link-transport layer optimization problem and its distributed solutions can be enhanced to incorporate the capture effect by an approximate model.

Our analysis of the small and large scale experiments shows consistently that capture effect significantly improves the total throughput but the increase in the sum-log utility function is not as high. This is due to a “rich-get-richer/poor-stay-poor” effect for both session rates and link capacities.

Future work will include investigation of how accurate our model is in estimating the impact of capture effect (for instance, by comparing it with brute-force solutions considering all possible concurrent transmissions). Another promising area is joint link-routing-transport layer optimization as it appears that with increased capacity being provided by capture, it would be even more beneficial to change bottle-necked session routes to go over links with higher capacity.

7. ACKNOWLEDGMENTS

We would like to thank Wang Xi, Dongjin Son, Apoorva Jindal, and Fernando Ordonez for their assistance and advice.
Figure 6: At $SINR_{th} = 3.16$, (a) Network throughput (b) Percentage throughput gain (c) Network utility at different density scales

Figure 7: Comparing individual session rate at different density scale networks with (light bar) and without (dark bar) capture ($SINR_{th}$ of 1)

Figure 8: Comparing individual session rate at different density scale networks with (light bar) and without (dark bar) capture ($SINR_{th}$ of 3.16)
8. REFERENCES


9. APPENDIX

9.1 Derivation of $\alpha_{s,t,k}$ from Outage Probability

The outage probability [1] is

$$P(\text{outage}) = \propto(SIR_i \leq SIR^{th})$$

$$= 1 - \prod_{k \neq i} \frac{1}{1 + SIR^{th} G_{ik} P_k / G_{ii} P_i}$$

Now the probability of success $P_{\text{succ}}$ is equal to $\propto - \propto(SIR_i \leq SIR^{th})$ which is

$$\prod_{k \neq i} \frac{1}{1 + SIR^{th} G_{ik} P_k / G_{ii} P_i}$$

This equation is in terms of node pair $i$ and $k \in S$ i.e. set of interfering node pairs. In our examples we are taking the path gain $G_{ii}$ for a node pair represented by (i,j) as $1/d_{i,j}^2$, and the transmit power $P_i$ as $TP_{i,j}$. With this notation and simplifying the above equation for the case of just...
one interfering node $k$, we get (after a slight rearrangement):

$$
\frac{1}{1 + SIR_{th} G_{i,k} P_k / G_{i,t} P_t} = \frac{1}{1 + (SINR_{th}) \frac{TP_{k,j} / d_{k,j}^2}{TP_{i,j} / d_{i,j}^2}}
$$

$$
= \frac{TP_{i,j} / d_{i,j}^2}{TP_{i,j} / d_{i,j}^2 + (SINR_{th}) TP_{i,j} / d_{k,j}^2}
$$

### 9.2 Proof of Convexity Claim

Claim: $\beta_{s,t,k} + \frac{p_k \alpha_{s,t,k}}{1 - P_k}$ as well as $\frac{p_k \alpha_{s,t,k}}{1 - P_k} - \beta_{s,t,k}$ are both convex.

First it can be shown that $g(P_k) = \frac{p_k \alpha_{s,t,k}}{1 - P_k}$ is a convex function, by double differentiating $g(P_k)$ and verifying that $g''(P_k) \geq 0$. Next, notice that $\beta_{s,t,k}$ is a linear function hence it is convex even when negated. The summation of the convex functions in either case is convex.