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ABSTRACT

This paper proposes a framework for balancing competing user
(i.e, application) level requirements by resolving the
corresponding trade-offs in a distributed system with limited
resources. Assuming that each user's preferences are
characterized by user-level utility function, the goal of balancing
competing requirements for each user as well as across different
users is to maximize the aggregate utility. The paper discusses
this framework on an example of balancing user requirements for
throughput and reliability in an unreliable network, where
reliability is achieved through redundancy, e.g., using multipath
routing.

Categories and Subject Descriptors
C.4 [Performance of Systems]: — modeling techniques,
performance attributes, reliability, availability, and serviceability.

General Terms
Algorithms, Management, Performance, Design, Reliability,
Theory.

Keywords

Distributed system, resource alocation, elastic user, multipath
routing, throughput, reliability trade-offs, pricing, intelligent
plane.

1. INTRODUCTION

Since network resources are shared by multiple users (i.e,
applications) and performance of each user is typicaly
characterized by multiple competing criteria, network
management includes the following two major tasks: (a) making
the best use of the allocated resources for each user by resolving
the trade-offs among competing user criteria, and (b) sharing
resources among different users. Framing the goa of network
management as the aggregate utility maximization subject to the
capacity constraints, where the aggregate utility is the sum of the
individual user utilities, has been proposed in [1]. This
framework is based on the concept of elastic users, capable of
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adjusting their behavior in response to congestion pricing signals.
Papers [2]-[3] have developed a distributed scheme for aggregate
utility maximization in a case when user utilities are expressed in
terms of the link bandwidths. This scheme interprets Lagrange
multipliers associated with capacity constraints as congestion
costs of the corresponding resources.  These costs are
communicated to the elastic users, who adjust their resource
requirements or willingness to pay for the resources by
maximizing the individual net utilities. Figure 1 illustrates this
scheme.
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Fig. 1. Usersdirectly responding to resource pricing

However, assumption [2]-[3] that user utilities are expressed
in terms of the network resources may be too restrictive.
Typically, users more naturally can express their preferences in
terms of the user level requirements, such as rates and Quality of
Service (QoS) parameters, rather than network level parameters,
such as required bandwidth. Mapping user level requirements
into network level resource requirements as well as mapping
congestion resource pricing signals into pricing of the user level
requirements depends on the specific network properties as well
as specific implementation of the user level requirements. In the
Internet with a dumb core and intelligent applications
concentrated at the network edges this mapping can be performed
by intelligent applications through probing.

Severa recent proposals, starting with [4], argued in favor of
relieving users from the burden of such probing by moving some
intelligence to a separate “Intelligent Plane” (IntPlane). The
IntPlane sits between the users and the network and hides the



details of the network properties and user level requirements
implementation mechanisms from the users. The advantages of
such enhanced architecture include user convenience, possibility
of optimization of the resource allocation and security
considerations [4]. This paper proposes the functionality for the
IntPlane as a mapping mechanism, which is shown on Figure 2.
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Fig. 2. Intelligent Plane as a mapping mechanism

Each elastic user attempting to maximize its individual net utility
informs the IntPlane on its relative marginal utilities with respect
to different user-level requirements and the “willingness to pay”
for the network resource. The IntPlane performs the following
tasks: (&) given the amount of the network resources allocated to
each user, the IntPlane finds the optima baance among
competing user level requirements for each user, (b) maps user
willingness to pay into payments for specific sets of the network
resources, and (c) communicates to the user the aggregate
congestion cost of the resources alocated to the user. Once the
willingness to pay for the specific sets of resources is identified,
the resources are allocated to users by a TCP-type agorithm. The
“payments’ may either represent real funds, or be simply a
parameter in the TCP-type protocol [5]. To ensure capability of
this scheme to operate in a competitive (non-cooperative)
environment, the resource allocation should be proportionaly fair,
meaning that resources are allocated to the users proportionally to
the payments [2]-[3]. Proportional fairness ensures that both
schemes, based on the direct user payments for the resources and
user payments for the QoS, result in the same resource allocation
and user payments [6].

This paper discusses possible implementation of the
proposed enhanced architecture on an example of providing
reliable services in an unreliable network. The reliability is

achieved by reserving extra bandwidth on multiple paths. The
packet level implementation of the redundancy scheme can be
based on the route diversity coding [7]. Benefits of multipath
routing for load balancing and protection against network element
failures have been known for along time [8]. However, research
on load balancing, protection and restoration for wire-line and
wireless networks has been mostly concentrated on evaluation of
various performance and survivability metrics of certain multipath
routing schemes [6]. While providing quantification of improving
survivability with increase in redundancy through consuming
more network resources, this research leaves aside the problem of
balancing survivability and throughput for each user as well as
across different users. Conventional practical solutions, which
offer users a limited set of choices with respect to survivability,
attempt to resolve these trade-offs within a centralized framework
by assigning the corresponding service classes. A price based
framework shifts choices regarding requested services, including
survivability levels, to the users, assuming that users are aware of
the available services and their prices [10]-[11].

The paper is organized as follows. Section 2 describes a
model of the unreliable network and implementation of the
reliable throughput. Section 3 introduces user utility of obtaining
certain QoS, formulates the corresponding aggregate utility
maximization framework, and discusses some possible
approaches to bandwidth allocation intended to maximize the
aggregate utility. Section 4 considers some examples and
discusses the implication. Finally, conclusion briefly summarizes
and proposes directions for future research.

2. MODEL
Subsection A defines two user SE S QoS parameters: the
reliable throughput [/, and the corresponding reliability

exponent .. Subsection B introduces a “fair” bandwidth

sharing with controlled portions of link bandwidths allocated to
different users. Subsection C describes an approximation for the
reliability exponent used in the remainder of the paper.

2.1 User level parameters

Consider a network with link capacities C; being subject to
variability due to fading, mobility, node and link failures, etc.

Each network user SE€ S is uniquely identified by its origin-
destination and user level Quality of Service (Qo0S) reguirements.
Presence of several users with the same origin-destination models
different types of applications with the same origin-destination,
e.g., voice and video. We assume that link capacity fluctuations
occur on such fast timescale that they cannot be completely
absorbed by the network management actions. Due to these

fluctuations, link capacities C; arein effect random variables and

thus it may be difficult or even impossible to guarantee a fixed
bandwidth (throughput) to a user. Instead it may be more natura

to view the instantaneous aggregate throughput X, for a user

S€ S asarandom variable. Due to possible large fluctuations
in the instantaneous aggregate throughput X, users may prefer to

characterize their requirements in terms of the pair (g, 7,) of



the “reliable” aggregate throughput (/. and the corresponding
reliability exponent ¥ quantifying the confidence level that the

instantaneous throughput X, does not deteriorate below [/,

P{x, <

where

P{x, <X}
and the aggregate bandwidth reserved for user S is fs. Figure 3
illustrates that “safety margin® A = X — 4, increases
confidence that the instantaneous throughput X, would not
deteriorate below (/.
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S

Fig. 3. Reliable aggregate throughput

This paper assumes that random link capacities C, are jointly

statistically independent for al links le L, eaxch user S
instantaneous aggregate throughput X can be approximated by a

normally distributed random variable with average is and
standard deviation O ¢, and thus reliability exponent (1) is
X —
Ve = _|og (I)(S—'USJ )
O-S
where

I
D(g) = \/g [ expl=n?/2)dn €

Note that approximation (2)-(3) neglects small probability event
that the bandwidth is negative. Further in the paper we use
approximation

1 - .
7, ~ 20_2 (Xs_lus)z if

X, > g

0 otherwise
which follows from (2) in a case of high reliability requirements:
Vs — 0.

4

2.2 Reliable Throughput
We assume that each user S is alocated a certain controlled
portion @ of the link | bandwidth G, or equivalently, the

average bandwidth ils = Efl¢|s, where average capacity of a
- def
ik | is G =E[g], ad ¢y =) @<L The
=S

instantaneous bandwidth allocated to auser S on alink | isa
random variable X, = C,@ = (CI /E| )i,s In a case of small
variability in the link capacities it is convenient to introduce
“small” random variables f, =1-c / (-f, with zero averages

E[£ 1= 0, so that the instantaneous bandwidth allocated to a

user S onalink | is

Xls = (1_ él )Xls )
In a particular case of alink failure model, when operational
link | has capacity C, =é| and failed link has capacity

C, =0 it is convenient to introduce binary random variables
0, =0 if link | is operational and &, =1 otherwise, so that
the instantaneous link | bandwidth is ¢, = (1— 6, )€, and
f, = 5| -4, , Where é_‘l = E[é"] In this particular case the
instantaneous  bandwidth (5) is X = (1— &, )X, where
X =G

Givenvector X = (Xq,l € L), the maximum achievable

user S instantaneous aggregate throughput is upper-limited by
the capacity of the corresponding min-cut. This paper assumes a
suboptimal implementation of the reliable throughput, based on
the route diversity coding [4] and shown on Figure 4.
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Fig. 4. Route diversity coding

In this implementation, after adding redundant bits and coding,
user SE S data stream of rate M istransformed into stream of
higher rate )?S > M. This resulting stream is split into flows

~

X, ove feasible routes I € Rs with the same origin-

S
destination:

X =D X ©)
reRg

User S instantaneous throughput, i.e., rate of the user stream
received at the destination, is



Xo= ) Xg . )

reRg
where the instantaneous throughput over route I' € RS is
Xs’ = (1_ gr )XS' (8)

and the normalized variability of a route I capacity is
characterized by random variable

& =1-T]a-¢&). ©

ler
The reliability exponent (4) quantifies the possibility of
reconstructing user S data stream at the destination [4].
Calculation of the reliability exponent (4) is comparatively

simple in a case when routes I' € RS do not have overlapping

links. In this case the aggregate instantaneous throughput (7) isa
sum of jointly statistically independent random variables since

fr are jointly statistically independent random variables for
re R;. When routes I € R, do have overlapping links,
calculation of the reliability exponent (4) is generally a difficult
problem [9].
2.3 Approximation for Reliability Exponent
In (4) theuser S average aggregate throughput is

X, = > X (10)
reRg
and the variance of the aggregate throughput is
2 _ 23 3
o= D67 X X (11)
1.eRg

where the “normalized correlation” between route I,I, € R,
capacities is characterized by
2 2
6: = D6 (12)
Ierlﬂr2

and the normalized variance of the link | capacity is

(9|2 = E[flz] . Note that expression (4) can be obtained from a

Gaussian link model in alarge deviation regime of high reliability
[12]. For a particular model of link failures the normalized

variance of the link | capacity is (9|2 = é_‘l (1— é_‘l ) where the

probability of link | failureis Sl e[0]].

Reliability exponent (4) can be expressed as follows:
-1

2

1 1 9

Vs=5 1-— Zerr Og Oy (13)

2 a) 1'2 1 2
S r1,reRg

in terms of the user S redundancy factor, i.e., the number of bits

transmitted per a bit of the “payload” [7],

def 1 _
0, =— ) X (14)

S
/’ls reRg
and portions of load routed on feasible paths I' € RS are

def

ay =(wu) "X, (15)
where
w, 21 (16)
>a, =1 17)
reRg

Given load allocation vector &g = (055r I e RS) the upper

limit on reliability exponent (12), achieved as Wy —> <0, is
-1
.1 )
Vs = E 29r1r2 asrlasrz (18)
r,reRg

Given upper limit (18), the minimum redundancy (13) required to
achieve reliability exponent  for user S is

o= (1— J7/7s )_1 (19)

If routes I' € RS do not have overlapping links, formula (11)
takes the following form

oi=30%) (20)
reRg
and thus, formula (13) simplifies as follows:
2 -1
Y, = %(1— a)i] > 6%l (1)
s reRg

where Hrz = Hrzr :
Given redundancy factor @g, one may attempt to maximize
the reliability exponent (13):

Vs = Maxy, (22)
0 20
subject to constraints (13)-(17).

Theorem 1. Given redundancy factor @, and network

properties represented by matrix ©
problem (22), (13)-(17) is

2 -1
Yo = %(PiJ Dt (23)

, r,reRg

S

s Solution to optimization

and is achieved for load allocation
42 2
asr - 1:rlrz Ztr{rz’ (29
1.reRs

where symmetric and positive matrix TS = (t:rz )r LeR. is the
172

inverseto O,: T, = @;1.
Proof is straightforward due to convexity. The following

statements directly follow from Theorem 1.
Corollary 1. Given the network properties represented by

matrix @S, the upper limit on the reliability exponent (18),

achieved as redundancy factor Wy — o, is



-1

~K 1 2
ve==| Dt (25)
2 r,reRs
Corollary 2. If routes I € RS do not have overlapping links,

the maximal reliability exponents (23) is
1

2 —
» 1 1
=>|1-— 0? 26
i) (2] -
the optimal load allocation (24) is

a. =6- / >67 @7)

r'eRg

and the upper limit (25) is

1w )

7.==1 D6, (28)

2 reRy

3. UTILITY MAXIMIZATION

Subsection A section introduces individual user utility of
obtaining service parameters (,us,}/s) and formulates the

corresponding aggregate utility maximization framework.
Subsection A discusses a situation of users adjusting their
bandwidth requirements in response to bandwidth prices.
Subsection B considers a situation of users adjusting their rate and
QoS requirements in response to QoS pricing by IntPlane.
Section C discusses a hybrid situation of users informing the
IntPlane about their QoS requirements while adjusting their rates
in response to pricing by IntPlane.

3.1 Utilities
Let hS(X, ,u) be a function, monotonously increasing in

both arguments O < 4 < X< oo, Consider elastic user S

whose satisfaction of obtaining service with parameters (£, ¥)
is characterized by utility function
U, 7) = us(u)vs (7). (29)

where function Ug (&) is a conditional average over the

aggregate rate X, :
u, (1) = E, [n(x,, )%, > ], (30)
Vv (7)

and function
0<y<eo.

Definition (29)-(30) is quite flexible, covering a wide range of
possibilities. Consider some particular cases. User S having
“hard” requirements on the reliability parameter ¥ > 7/21 " s
characterized by utility function (32)-(33), where

Ve =x(r-7"). (31)
and step-wise function is y(y)=1 if y>0, and
() =0 if y<0. A paticular case of (29)-(31) with

is monotonously increasing for

min

Ve =0 and function h(X, ) = U (X) independent of
the reliable throughput 4 € [0, o) describes an elastic user
whose satisfaction is characterized by the average utility of the
instantaneous aggregate throughput: U, = E[u (X,)]. A
case when function h,(X, &) = U () depends only on the
reliable aggregate throughput g € [0,00) and ¥y " =0
describes an elastic user concerned with the average throughput.

S. Shenker has proposed [1] aggregate utility maximization to
be the objective of network management. In our particular case
the aggregate utility maximization framework takes the following
form:

max > U, (u5,7,) ()
with  maximization over user leve reguirements
(u,7)=(Us,75,S€ S) and vector

X = (X, :s€ S;re R,) subject to constraints (4), link
capacity constraints y, < E, flow non-negativity constraints:
Ysr >0 and constraints on the reliable throughput
0<u, < )?S, Se S, wherethelink | averageload is
V=2 2% (33)
s rlercRg

Optimization problem (32) is equivalent to the following
optimization problem

maxW (34)
Hy, X
subject to the same constraints except the capacity constraints,
where the “socia welfare” is

W=ZUs(ﬂs,73)—|Zf| (%) (35)

and appropriately selected penalty functions f,(y) may

quantify the congestion penalty in terms of delays or packet loss
as link utilization approaches link capacities [3]. For packet
networksiit is often assumed [14] that

fi(y)=y/(C~-y). (36)

3.2 Bandwidth Pricing
This subsection assumes that each SE€ S (a) is aware of the
network properties quantified by matrix © s, and (b) capable of
finding the optimal balance (,u; , 7;) between competing
requirements for the reliable throughput (K, and the

corresponding reliability exponent . by maximizing the
individual utility, given allocated bandwidths

X,=X,,re R):



Uy(X)=maxu,(X - 027, )V(r) @
Once individual u:ilities (37) with respect to the network
resources )ZS =(Xg,r € R,) are identified, the aggregate
utility maximization problem (34)-(35) becomes

max{ YU (X )-S 1| %, (39)

X s | s rilercRg

Consider the following individual optimization problem for a
user S attempting to maximizeitsindividual net utility:

g:g%( n})ZaOX us(xs — 0 \/2—7)\/5(7) - restdr Xg (39)

wheretheroute I' priceis:

d, =Y %), ()

ler

thelink | price f,(Y,) isaderivative of the congestion penalty
function for thislink f, (V) , and the link load Y, is given by
(33). Solving individual optimization problem (49)-(50) by each
user SE€ S also maximizes the aggregate utility (46) if the link
prices are “right’, meaning that derivatives f(y,) are
calculated at the optimal link | load Y, = y™, VI.

Kuhn-Tucker
X =(Xg,r € R,) tosolve(38) are asfollows[13]:

J2yot > 02%,, :1—d—; if d, <u (41)
r'eRg us
X, =0if d >u (42)

necessary  conditions for a  vector

where UZ (1) = du,(1)/du isthe derivative of the user S
utility at the point of this user reliable throughput ¢ = L and

O isgiven by (11). If user utilities U (X,) are concave,
(41)-(42) are also the corresponding sufficient conditions [13]. In
this case, user S optimal response to the pricing signals dr is

requesting bandwidth vector X = (X, ,r € R,), which

solves system (41)-(42) and thus maximizes its individual net
utility (39)-(40).
Generaly, optima in (38) and (39) are achieved when some

flows are zero: X, =0 for some r€ R,, s€ S. In fat,
this situation is typical in presence of “high cost”, e.g., highly

congested or very “long” routes, when optimal solution is not to
use these “expensive’ routes. For example, conventional shortest

path routing uses only one, “optimal” route. Given 4 = 0,

define a subset of feasible routes participating in user S€ S
transmission:

R (u)={r:uy(u)>d, .re R} 43)

Consider two routes I;,l, € R (#), which do not have
overlapping link with each other or with any other route
Vre R (u): I’iﬂl’ =, 1=12. Inthis case we have
from (41):

X o

Sy P

6

n

? 1—dg1/u;
1- dgz/u;

It follows from (44) that if two routes I, T, € R (&) havethe

(44)
X

S,

same cost: 0, =d,_, then the user transmission rate on these

routes should be inversely proportional to the variances of the
fluctuating bandwidths of the corresponding routes:

X, /%, =0, /6, F )

This conclusion that load alocation among severa routes of the
same cost should send more traffic on the better quality routes
while preserving routing diversity isintuitively plausible.

In a case of hard reliability constraints (31) when feasible

routes I € R, do not have overlapping links, the optimal flow
vector X =(X,,re R) can be identified explicitly.
Indeed, in this case we obtain the following expression for the

flows X, ,r € R (u):
o~ MU

d |1
Xy = 1-— — (46)
1[ d,J ul ) 6;
D ol

’
S

rg
r'eRy (1) Yr’
Substituting (46) into right-hand side of the following necessary
condition for optimality

1l -
ug==> X, (47)
/u reRg
we obtain a quadratic algebraic equation for the derivative U;,
yielding the reliable throughput 4 = L,. Then, flows are
determined by (46).
3.3 QoS Pricing

Consider user S€ S individual optimization problem

maxU ,(4,7) — 4Dy (7)} (48)
where the marginal price of the reliable throughput is
d
= —SA , (49)
1- 7// Vs
the price of a unit of the average throughput is
d,=> da, . (50)
reRg



the upper limit on the reliability exponent fs is given by (18),
the cost of aroute I' is d, and vector &, = (e, € R,)
characterizes user S traffic split among feasible routes.

Given split = (a,,SE€ S), maximization of the

individual net utility (48) by each user SE€ S also maximizes
the aggregate utility:

ZU (s 7) =21, Z— o, | 6D
| 75/7/5 rilercRg

over user level requirements (,us, Vs - S€ S) if the route costs

are

=>f (52)
ler 4/ }/5/7/5 rlerCRS

The problem of joint maximization of the aggregate utility (51)
over user level parameters (,Lls,y/s :SeS) and split

(ag,r € R,,s€ S), which characterizes implementation of

user-level (Qo0S) parameters, can be decomposed into ()

maximization of individual net utility (48) by each user S€ S,
and (b) minimization of the cost of implementation of user

Se S requirements by the IntPlane:

D, = min ! dYda, 3
o, 20 1_\/27/ zerfrzasrlagz reRg
r,rneRg

subject to constraints (17).
Cost minimization (53) subject to constraint (17) can be carried
out asfollows Consider optimization problem:

0 = aml_ n Z 07, 0 Oy, (54)
T neR
subject to constraints
> da, <d (55)
reRg

and congtraints (17). Note that this optimization problem intends
to maximize the bound on the reliability exponent (18) subject to
upper constraint on the average route cost, or, equivalently, to
minimize the average route cost subject to lower bound on the
reliability exponent (18).

Optimization problem (54)-(55), (17) is convex and it can be
shown that solution to this problem reduces to solving system of
two algebraic equations for the corresponding Lagrange
multipliers. Due to limited space we only consider two particular
cases. In acase of auser S concerned only with the average

throughput: 7, — 0, solution to (54)-(55), (17) sends entire

traffic on minimum cost routes. If there are several minimum cost
routes, a situation of minimum equal cost multipath arises. The
optimal load split among minimum cost routesis

-1

Kl 1
diti | Dot if k=1.,K,

ij=1 j=1 (56)
=0 otherwise

where matrix T

2 \Knm . . .
= tmij . is inverse to the matrix
i,j=1

m ij

another extreme case of very reliability sensitive user S:
V=7s
re R5 is given by (24), and redundancy factor is given by (19).

Km
O = (9»-2 )i'j:l, and the redundancy factor is @ =1. In

—0, the optimal load split among feasible routes

3.4 Pricing Reliable Bandwidth

Consider the following scheme. Eachuser SE€ S informsthe
IntPlane on the part of the utility function V() expressing user
preferences with respect to the reliability exponent. Given the
reliability exponent 7, and amount /15 each user S€ S is

charged for a unit of reliable throughput £, user S determines

the total amount it is willing to pay W, by solving its individual
optimization problem:

Ws =ag mwzag({us (W/ﬂs)vs(}/s) - W} (57)

Given Vs(}/) and W, for dl users Se S, IntPlane allocates

user-level  (QoS) parameters (,us,ys) and selects the

implementation, ie, the bandwidth

X=(X,,reR,seS)

optimization problem:

pamacTwing Y (($Y%, | e

alocation,

by solving the following

(w.7) s riler
subject to constraints (4).
If charges /15 are “right”, solution to optimization problems

(58) also maximizes the aggregate utility (34)-(35).
formal differentiation in () with respectto W yields:
’
Ag = U5 (U )Vs(75) (59)

Charge per unit of reliable throughput (59) maximizes the
aggregate utility (35) if

A, =Dy (60)
where DS is given by (59). It is directly follows from () that
this pricing scheme is proportionaly fair.

Assuming that given reliable throughputs (£4,) and user

Indeed,

willingness to pay (W), the IntPlane allocates the reliability

exponents () and bandwidths X = (X, ,r € R,,s€ )
by solving optimization problem



mf\xmgxzslwslnys—zl“fl[zs:%&j, (61)

the optimal allocation of the reliable throughputs can be achieved
as follows. Assuming that each user monitors its reliable rate

M and smoothly adjusts its willingness to pay to maximize the
individual net utility (), we have:

W, = LU (1 )Ve () (62)
Thus adjusting the reliable throughputs as follows
las = k(Ws —Hs Ds) (63)

maximizes the aggregate utility.

Note that this pricing scheme assumes that users truthfully
reveal their preferences with respect to the reliability. It can be
shown that the truthfulnessis the optimal strategy for the users.

4. EXAMPLES

This Section discusses benefits of multi-path routing. While
Subsection A considers a simple case of three feasible routes with
one overlapping link, Subsection B considers a general case of
feasible routes without overlapping links.

4.1 Benefitsof Multi-path Routing

In a case of a single-path routing, when user traffic must be
routed on a single path, the optimal route and the corresponding
price of a unit of the reliable throughput are determined by
solution to the following optimization problem

D,-S*(},) = HQ!{] Dr (7) (64)

where the price of aunit of thereliableroute I' throughput is

D, (7)=d,/1-6,4/2y) (65)

Figure 7 sketches the price of a unit of the reliable throughput on
a fixed route (65), the price of optima singleroute
implementation (64) (fat curve), and the price of optimal
implementation using multipath routing (49) as functions of the
reliability parameter 7 .

Figure 7 assumes a typical situation, when higher quality
routes are more congested due to higher demand:
d <d <d, ,while§ >6 >80, .

1 2 3 1 2 3

A D
DI’
D D y

2

6;/

-1 -1 -1
6, 6. 6,

Fig. 7. Price of aunit of the reliable throughput

In a case of a single-path routing, when user reliability
requirements for ¥ are low, the least congested, low quality
route I; should be used. As user reliability requirements
increase, the user traffic should be carried on more congested,
higher quality route I',. As user reliability requirements keep
increasing, the user traffic should be shifted to the most congested
route F; having the highest quality. Sufficiently high user
reliability requirements cannot be met with a single-path routing.

Since, according to (64)-(65), maximal reliability exponent
user S can achieve with asingle path routing is

7. =1/2) max 0.2, (66)

it follows from (28) that this user can increase its reliability
exponent with multi-path routing without overlapping links up to

T, = ZR‘:H[ 2 rrrgiR?Hf >1 (67)

times. Gain (67) increases with increase in the routing diversity.
Beneficial effect of multi-path routing on load balancing
manifests itself in reduction of the average price of the unit of
reliable throughput. Generaly, this beneficial effect increases
with increase in the user reliability requirements. Note that multi-
path routing does not have beneficial effect for a user not

concerned with reliability (7 = 0), since in this case optimal
implementation is based on the minimum congestion cost routing.

Fig. 8. Network topology

To get feeling of egual cost multi-path routing consider a
network shown on Figure 8. The network has three feasible

routes I, = (1,2,3), 1, =(1,4,2,3), and I; = (1,5,3) with

the same congestion costs: d1 = d2 = d3 =d, and matrix

0> x0° 0
O=|6° 6° 0 (68)
o 0 &

where parameter ¥ € [0,1] characterizes overlapping between
routes I'; and I, . Inthis case the optimal load split is as follows:
1 _1+y

" 3+y Y 3+y

o, =0,



If y= 0,ie, equal cost routes I, I, and I3 do not
overlap, the optimal allocation splits load equally among these
three routes: @ = O, = Oy =:|/3. If ¥ =1, ie, matrix
(68) describes a network with just two equal cost routes
F=r =T, and I3, the optimal loads allocation splits load

equally among these two routes: &, = 03 = ]/ 2.

4.2 Routeswithout Overlapping Links
To illustrate our results, consider acase of K feasible routes
without overlapping links: © = diag(ez,ezz,..,e,f ) where
without loss of generality we assume that 6, = 8, =6, , i.e,

route I, haslower quality thanroute I if 1<i < J < K.

t di/d,
o,=0
o, >0
o,>0
V27
6" 6" 27,

Fig. 9. Optimal route mixture, given route costs

Figure 9 sketches the phase diagram, given the route costs dk ,

k=212 and reliability exponent ¥ in a case of K =2
feasible routes. This diagram shows three qualitatively different
region with respect to the optima route mixture (061,052),

where ¢, is the portion of the user traffic to be routed on path
I, given route relative congestion costs d,/d, and user
reliability requirements % . In the region &, =1, a, = 0
entire user traffic should be sent over route I,. In the region

o, =0, a, =1 entire user traffic should be sent over route

r,. Intheregion O < ¢, &, <1 user traffic should be split
between routes I, and I, . Also note that the part of Figure 9,
where d,/d, <1 represents a typical situation when lower
quality route is less congested.

It is instructive to analyze the optimal route mixture as user
reliability requirements J or relative route congestion cost

d,/d, changes. Not reliability conscious user should use the
minimum cost route. As user reliability requirements ¥ increase,

multi-path routing becomes preferable.  Consider change in

optimal connectivity as low quality route I, becomes more

congested, i.e, as dl/d2 increases from zero to infinity. Inthis
case optimal connectivity for not reliability sensitive user should

change from single route I'; to multi-path routing I‘1U r,,and

eventualy to single high quality, less congested route I, .
Connectivity for moderately reliability sensitive user should

change from multi-path routing rlU I', tosingleroute I', since

low quality route I'; alone cannot provide required transmission
reliability. Highly reliability sensitive user should be always
connected over both routes: I'; and I, , since neither route alone

can guarantee required transmission reliability. Generalization to
case of an arbitrary number of feasible routes without overlapping
links is straightforward.

5. CONCLUSION

This paper has discussed possible approaches to balancing
completing user-level (QoS) requirements for each user as well as
across different users by maximizing the aggregate utility. The
ultimate goa is a distributed optimization which isolates users
from the network layer. This isolation can be naturally achieved
by assuming that elastic users communicate their QoS
requirements to the Intelligent Plane, which implements these
requirements by alocating the network resources and informs the
users on the congestion cost of this implementation. Developing
distributed algorithms capable of maximizing the aggregate, user-
level utility in aredlistic environment is a difficult and to a large
degree unexplored problem.

Our conjecture is that the pricing scheme proposed in section
4.3 may be applicable in a genera situation of maximizing
aggregate, user-level utility in a distributed environment, with

utilities U, = U (X )V(Q,) , where user S rate is X and

vector (g characterizes the user-level (QoS) requirements. In
this general situation each user S determines the total amount it
is willing to pay W, by solving its individual optimization
problem:

W, = argmaxiu, (W/X)V, (d) - W (69

Given V,(Q) and W, for al users S€ S, IntPlane alocates

user rates and QoS parameters (X, 0];) and allocates resources
by solving the following optimization problem:

max » w,In 70
(x.a) ZS: s 1% (70
subject to the capacity constraints.

In the conclusion note that to be stable in a non-cooperative,
e.g., commercial, environment the resource allocation algorithm
should be proportionally fair, i.e., user payments should reflect
the resource usage. It is known [3] that in a case of users directly
requesting network resources the aggregate utility can be
maximized with proportionally fair pricing. In a case of users



paying for the QoS requirements, proportional fairness should be
considered as an additional constraint on the pricing scheme to
ensure that users have no incentive to deviate from the pricing
scheme or mislead the IntPlane about their QoS prefences.
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